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Abstract

A method of searching for Heavy Stable Charged Particles (HSP) using dE/dx and
momentum measurements from the CMS inner tracking system ipresented. The shape
of the dE/dx distribution is used to distinguish background from signal, in combination
with slicing the data into bins of pseudorapidity and number of dE/dx measurements,
which together extend and improve on a previous analysis catucted as a counting
experiment. In particular, the expected minimum cross sedbn to make a discovery of
5 signi cance is reduced, and expected upper limits are moreastrictive. The data are
consistent with the background-only hypothesis and are usedo set upper limits on the
production cross section as a function of mass for several érent HSCP models. The
data sample used was collected by the CMS detector in 2011 ppotisions at P s=7
TeV, corresponding to approximately 5 fb ..
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Chapter 1

Introduction

The leading theory of particle physics, the Standard Model,has had astonishing success
in the experimental realm. Its predictions have been veri ed to an extremely high degree
of accuracy. But there are important missing pieces.

This thesis describes a search for a type of new particle thatould help to provide
some of these pieces. Called Heavy Stable Charged Particl@dSCP), their observation
would be a remarkable signal of theories predicting new phyiss.

The data used here was collected by the Compact Muon Solenoi(fCMS) detector in
2011 using proton-proton collision data at a center of mass esrgy of 7 TeV produced by
the Large Hadron Collider (LHC). The HSCPs produced at the LHC have high momenta
but also large masses, and therefore travel slowly, givingise to a large ionization energy
deposit in the detector. This distinctive signature is usedto distinguish these particles
from the background of Standard Model particles.

In Chapter 2, the Standard Model is introduced and some of itsgaps are described.
Some of the theories which could help plug these gaps are de#ed, and it is shown
that they can predict HSCPs.

Chapter [3 describes the LHC machine and the CMS detector, inading design re-
quirements and performance.

Chapter/4 is dedicated to work done on the CMS electromagneti calorimeter (ECAL)
in the course of the thesis research. In particular, the ECALtiming calibration and per-
formance is described and examined.

In Chapter 5, a novel search for \satellite" concentrations of protons in the LHC



2
beam surrounding the main proton bunch is described. This isan interesting and useful
application of the ECAL timing, allowing a reduction of the u ncertainty on the beam
current and therefore, the luminosity measurement.

For the HSCP search, it is essential to be able to reconstructhe particle mass
from the detector information. Chapter 6 details the mass reonstruction technique
used in the HSCP search, including some background of sped ionization, the optimal
combination of the available detector information, and sone important instrumental
e ects.

Chapter [7 details the HSCP analysis method itself, includirg the triggers used to
record events with an HSCP to tape, the selections, the data-dven background deter-
mination, the systematic uncertainties, and the results.



Chapter 2

The Standard Model and HSCP
Phenomenology

2.1 Overview of the Standard Model

The Standard Model of particle physics describes the interations of matter via the elec-
troweak and strong forces. A relativistic quantum eld theory, it incorporates the group
symmetries of SU(3). SU(2), U(1) and how they are spontaneously broken. Mat-
ter is made up of point-like particles, called fermions. In their interactions the fermions
exchange patrticles called bosons, which propagate the vamiis forces. Each fermion or
boson can be described by a series of quantum numbers, suchthgir charge, spin, and
color, in addition to their mass. The fermions have half-integer spin (typically 1/2)
while the bosons have integer spin (typically 1). The partide content of the Standard
Model is depicted in Figure[2.1.

The fermions have three generations, each generation cossing of two quarks, which
experience the strong interaction, and two leptons, which @ not. These generations
have similar properties, but di er in their masses, which increase from one generation
to the next. Typically, matter is composed of particles of the rst generation only, as
the particles of the second and third generation decay in a sbrt time to rst generation
particles. For example, atoms are made of protons, neutronsand electrons, the proton
and neutron consisting of up and down quarks only, and the eletron being an elementary
particle itself. Each fermion has an oppositely-charged ariparticle.

3



Elementary Particles

Leptons Quarks

Figure 2.1: The elementary particles making up the StandardModel, without the Higgs
boson [1].

The bosons represent the interactions: the photon is the carer of the electromag-
netic force, the W*,W and Z bosons carry the weak force, and the eight gluons carry
the strong force. Another boson, the Higgs, has yet to be obseed directly, but is
necessary to give mass to the other particles by way of eleativeak symmetry breaking.
The Higgs is predicted to have spin 0, and is expected to be disvered at the Large
Hadron Collider.

The Standard Model has been tested extensively and shown togaee extremely well
with experiments. The mass of the Z and W bosons, their widths and the mass of the
top quark have been predicted to better than 1 sigma with resgct to the experimental
uncertainty [2]. Figure shows some electroweak measurents from CMS compared
to their predictions, and the agreement is evident. However there are several
open questions that motivate so-called \beyond the standardmodel” (BSM) physics at
energy scales above the electroweak regime of about 100 GeW®ne issue is known as
the \hierarchy problem:" the fact that in the Standard Model there seem to be two
fundamental energy scales with nothing in between them: theelectroweak (EW) at
100 GeV and the Planck mass scalp = P ~c=G 10" GeV. As will be discussed
later, the consequences of this involve large correctionotthe masses of all the particles,
something to be avoided. One solution is to introduce supesgnmetry [4].

Another issue is that of dark matter and dark energy, which m&e up 96% of the
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Figure 2.2: Electroweak measurements from CMS compared tot&ndard Model predic-
tions, including the W and Z cross section times branching réio, the W/Z and W+/W-
cross section ratio, and the sine-squared of the Weinberg arte[3].

universe [5]. The Standard Model by itself does not describgéhem, but supersym-
metric models can provide candidates for dark matter. Supesymmetry is therefore a
well-motivated theory, and much e ort is put into searching for it. As Heavy Stable
Charged Particles (HSCP) are predicted by several supersymetric models, observing
them would be a signal of supersymmetry, or at least BSM physdis.

2.2 Models of Heavy Stable Charged Particles

Heavy Stable Charged Particles (HSCPs) could be detected dte early at the Large
Hadron Collider (LHC). In fact, at the LHC a large parameter space of many models
predicting HSCPs can be excluded with as little as 100 pb?! of integrated luminosity.
Several di erent theoretical models predict particles which t these characteristics. In
general, these scenarios introduce a new quantum number, Wth is conserved, and
therefore, the lightest new particle will be stable. Modelshaving viable dark matter
candidates typically predict the lightest particle to be neutral and non-colored, due to
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cosmological constraints|[6]. However, depending on detsi of the model, higher mass
particles may also exist in stable or metastable states. In lis paper supersymmetric
and extra dimensional models are considered as examples obutels predicting HSCPs.

2.2.1 Supersymmetric Models

As mentioned above, the Standard Model harbors a aw known aghe hierarchy prob-
lem, coming about because of the two di erent fundamental emrgy scales, the elec-
troweak scale and the Planck scale. The SM requires that the kgs eld have a
nonzero vacuum expectation value (VEV) at its minimum value; this is the \Mexican
hat-shaped" property of the eld. The VEV HHi can be determined from measurements
of the V(X{ and Z boson masses and the fundamental charge, and is about 253 GeSince
Hi = m3=2 , m? (200GeV)2. But when higher-order Feynman diagrams as
corrections to the Higgs mass-squared are taken into accounta problem occurs. In
calculating these corrections, one introduces a high-moméuam cuto term for the loop
integral. This term grows quadratically with the cuto scal e energy, and if that scale
is chosen to be the Planck scale, as is typical, the correctioto the Higgs mass-squared
becomes many times larger than the mass-squared itself. Thig ect propagates to the
Higgs VEV, and since all SM particles obtain mass via the Higg VEV, all particles
are a ected by this enormous correction, which is problemaic if one doesn't want to
\ ne-tune" by hand.

There are a number of possible solutions to this conundrum, bt one of the most
appealing is to arrange a symmetry such that all the correcton terms cancel each other
out. This is indeed the case in supersymmetry, in which opertrs are de ned which turn
fermionic states into bosonic ones, and vice versa. Each bos has a fermion counterpart
(and vice versa) called a superpartner, and the superpartnes form supermultiplets.
Supersymmetry (SUSY) thus predicts the existence of at leasone new particle for
each particle in the SM [4]. Depending on the details of the mdel, some of these
particles may be HSCPs. Several supersymmetric models withiSCPs are outlined in
the following sections.

Another interesting property is gauge coupling uni cation. This can occur in SUSY
models when, using the renormalization group, the values dhe electroweak and strong
coupling constants become equal at an energy scale of aboudf GeV. Such a uni cation



is taken as a desirable feature, providing a \hint" favoring a grand uni ed theory [4].

Minimally Supersymmetric Standard Model

Because superpartners to SM particles have not been deteatethus far, supersym-
metry must be broken at some energy. Similar to electroweak yanmetry breaking in
the SM, where the gauge and Yukawa couplings dictate the mags of the bosons and
fermions, the method of SUSY breaking is important to determining sparticle masses
[7]. Typically, the gravitational interaction is thought t o play a role similar to that of
the gauge/Yukawa interactions. However, it is generally nd possible to introduce tree-
level couplings directly. Instead, the SUSY-breaking sectocouples only to a messenger
sector, which in turn couples to the observable particles ad sparticles. The SUSY-
breaking scaleF, the Planck scale (thought to be related to quantum gravity e ects),
and the superpartner massedM sysy are related by Msysy F=Mp [8][9]. If Msysy
isto be 1TeV,F 10 GeV. Usually, to avoid proton decay, R-parity conserva-
tion is invoked, where R = ( 1)38*L*2S [10]. SinceR distinguishes between SM and
SUSY particles (-1 for SUSY, +1 for SM), the lightest supersynmetric particle (LSP) is
stable. In the minimally supersymmetric standard model (MSSM), all SUSY-breaking
interactions are included, and the LSP can be a neutralino (), stau (~), or gluino (g).
One intriguing case occurs when a neutralino is the LSP and aatk matter candidate,
combined with a small mass di erence between it and the top sqark (t) in the role
of next-to-lightest supersymmetric particle (NLSP). The lig htest chargino can be kept
heavy enough so that onlyt; ! ¢~ occurs. Then thet; may have a long lifetime and
is thus an HSCP candidate [6]. Stop production occurs primaity due to the coupling
of the stop to the gluon, regulated by the stop mass and the stong coupling constant
[11].

Note that in general, the MSSM adds more than one hundred parmeters to the SM.
Assuming a particular SUSY-breaking mechanism reduces thisumber, but the param-
eter space is still unmanageably large. A conference knowrsaghe Snowmass Workshop
identi ed a number of benchmark scenarios warranting expemmental exploration [12].
Some of the resulting points in the MSSM parameter space aresed to guide parts of
this analysis, as will be detailed below.



Gauge-mediated Supersymmetry Breaking

In gauge-mediated supersymmetry breaking (GMSB), a di erert SUSY-breaking ap-
proach is pursued. Instead of the gravitational interaction's providing the so-called
\messenger scale" of the model, SM gauge interactions are ed instead. This has the
advantage of suppressing avor violations that arise in other models, along with divorc-
ing gravity from the fundamental phenomenology so that one @es not have to think
about quantum gravity in exploring the model [7]. In GMSB, th e gravitino is usually
the LSP, so the NLSP is naturally long-lived, as it must decay gavitationally. In most
areas of parameter space, the NLSP is a stau [6]. The stau canebproduced directly
via a virtual or Z, and it can also be the result of the decay of heavier spartigs.

Split Supersymmetry

In split supersymmetry, the hierarchy problem is discardedas a guiding theoretical
principle, and instead the SUSY-breaking scale is taken to benuch higher than the
EW scale 1 TeV. The masses of the scalar particles, e.g. squarks, arééen close to
this higher energy, whereas the fermions, e.g., gluinos, kra masses close to the EW scale
due to their observing chiral symmetry. This has the e ect of suppressing a number
of problems with conventional SUSY theories, such as avor Volations, a heavy Higgs
boson, and non-negligible CP-violating phases. The theory mFserves gauge coupling
uni cation and predicts a Higgs boson of mass 120-150 GeV, experimentally preferred
over a heavier Higgs. Since the squark masses are so largedathe gluino decays via
virtual squarks to the lightest SUSY particle (plus either a gluon or two quarks) the
gluino has a long lifetime, which can vary from microsecondso 10 years depending
on its mass and the value of the SUSY-breaking scale [13][14]A plot of the gluino
lifetime vs. scalar mass for several gluino masses is shown Figure 2.3. This long-
lived gluino is the key experimental prediction of the modeland one that should be
readily observable. The gluino can be pair-produced at the LKL via gluon fusion as in
g+ g! @+9. The contribution to the production cross section from other processes is
quite small [11].
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Figure 2.3: Gluino lifetime vs. mass of scalars for severallgino masses. The horizontal
dashed line marks 14 Gyr, the age of the universe [6].

2.2.2 Kaluza-Klein Universal Extra Dimensions

In the universal extra dimensions model (UED), all gauge elds and patrticles are free
to roam in a \bulk" of higher dimensional spacetime D =3+ +1, where is the
number of extra dimensions. These dimensions are usually tak to be compacti ed
on a scale ofR 1=TeV. For each SM particle, there is a matching Kaluza-Klein
(KK) state with the same spin and quantum number, whose mass § given by the
relation mp m3 + n2=R2, where n is the energy level andm, is the SM particle
mass [15][11]. In theD-space, momentum is conserved due to translational invariace,
leading to conservation of KK parity ( 1)", implying that the lightest KK particle

(LKP) is stable. In the minimal universal extra dimensions (MUED) model considered
here, = 1. One case where an HSCP can occur in the MUED is when a KK phain is
the LKP and the mass di erence between the KK photon and KK lepton such as the
KK has mass less than the SM lepton. Then the decay can only occura a virtual W

bosonasin @1 @O+ ©O4 04 &0 (superscripts indicating KK level, 0 indicating
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an SM particle), and the lifetime of the KK muon is greater than that of the SM muon
[16]. But for this case the parameter space is very small, siticthat only a KK that
is right-handed with mass 300 GeV could be an HSCP. The cross section for direct
KK production in this scenario at the LHC is about 20 fb. A KK  could also be
produced as a decay product from a more massive KK particle, bt the cross section is
lower, on the order of 5 fb [11].

2.3 HSCP Interactions with Matter

There are two basic classes of HSCPs: those that are leptork&, such as the stau and
KK lepton, and those that are strongly interacting, such as the gluino and stop. The
lepton-like particles should behave like heavy muons, mainf interacting in the detector
through ionization. The hadronizing particles, which are olored, form bound states
with SM quarks or gluons known as R-hadrons; for example, R-mems, R-baryons, and
R-glueballs.

The R-hadrons present some experimental di culties due to their interactions with
detector materials. A graph of the nuclear interaction enegy loss per interaction length
for the R-hadrons is shown in Figure[ 2.4 for several hadronicnteraction models. As
shown, the energy loss is a few GeV per hadronic interactionas the HSCP in the
R-hadron acts only as a spectator in the interaction. Therefoe for R-hadrons, the
dominant energy loss mechanism is ionization, just as it isdr the lepton-like particles.

However, there is an additional e ect of these interactions the possibility of the
R-hadron's charge to become neutral or ip from positive to negative and vice versa
via the exchange of quarks. A single R-hadron can even change atge multiple times
as it travels from the inside to the outside of the detector. An example of the e ect
of such charge ipping on the R-hadron track is depicted in Figure[2.5. A
recent study, implementing another hadronic interaction model, looked at the charges
of R-hadrons after traversing 2 m of iron, a thickness correspnding to the amount of
material in front of the muon system for a typical collider detector [19]. The study
showed that gluino and sbottom R-hadrons are most likely to energe from the material
as neutral. This would make it di cult to detect such an R-hadr on in the muon system.
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Energy loss per interaction length
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Figure 2.4: Hadronic energy loss per interaction length of Rhadrons vs. = (1

2y 1=2. Two di erent hadronic interaction models are used, as indicated by Case | and
Case Il [17].
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Therefore, experimental techniques independent of the muwo system should be used at
least in addition to those that require it.

2.4 HSCP General Properties

An HSCP is expected to have high mass, high momentum, and shdd travel 10 m
before decaying due to its long lifetime/[11]. These charaetistics are exploited in HSCP
searches to separate the signal from Standard Model partiel. In particular, a slow-
moving massive particle like an HSCP should have a high speciionization and a long
time of ight. From each of these the speed = v=c of the particle can be calculated.
Both lepton-like and hadronizing HSCPs will leave a track in the inner tracking system,
from which the momentum can be measured. Combining the momdanm and , the
mass of the particle can be determined. This will be examined more detail in Chapter
7.

Theoretical cross sections for the di erent models consideed are shown in Table 2.1
for 7 TeV center-of-momentum energy. For the lepton-like GMSB $au, the cross section
is computed using ISASUGRA version 7.69[[20], while for the ®ps and gluinos, the
cross section is computed using PROSPINO [21] at next-to-leadg-logarithmic order
[22]. Both stops and gluinos are treated as stable and are dictly pair produced,
which is a model-independent process at leading order, the picle mass being the sole
important parameter. For the lepton-like HSCPs, direct pair production can
occur but in general decays from heavier SUSY particles hava higher cross section.
The GMSB stau is generated using ISASUGRA, and two points on he SPS Snowmass
[12] line 7 are selected as benchmarks. The mGMSB parameteales for the two SPS
points are:

~(156) : N =3, =50000 GeV, M = 100000 GeV, tan = 10, sign( ) = 1,
Cgrav = 10000

~(247) : N =3, =80000 GeV, M = 160000 GeV, tan = 10, sign( ) = 1,
Cgrav = 10000

The squark and gluino masses in these scenarios are 1.1 and TeV, for the 156 GeV
and 247 GeV staus, respectively. To add a few more stau mass jpts, the parameter



Model Mass (GeV) (pb)
GMSB ~ 100 1.3

GMSB ~ 200 1.2E-2
GMSB ~ 308 9.8E-4
GMSB ~ 432 1.4E-4
GMSB ~ 494 6.2E-5
Split SUSY g 400 1.1E1
Split SUSY g 600 6.9E-1
Split SUSY g 800 7.2E-2
Split SUSY g 1000 9.9E-3
Split SUSY g 1200 1.5E-3
MSSM t 200 1.3E1
MSSM t 400 2.2E-1
MSSM t 600 1.3E-2
MSSM t 800 1.1E-3
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Table 2.1. Selected HSCP production cross sections, from ASUGRA [20] (~) and

PROSPINO [21] (t; g). Center-of-momentum energy is taken as 7 TeV.

is varied. In this region of parameter space, the pair prodution cross section of the

heavy squarks and gluinos is at least one order of magnitudeigher than that of staus.

To examine some of the kinematic properties of the HSCPs, dierent signal models

are generated using Monte Carlo techniques. For the top squés or stops (1), the

MadGraph matrix element generator [23] is used as a rst step with the results fed

into PYTHIA [24] to perform the showering and hadronization. In the latter program,

initial and nal state partons are allowed to branch into pai rs several times over, cre-

ating a parton shower, and then the partons are grouped into olorless hadrons using

phenomenological models. Typically an underlying event isadded, i.e., interactions of

beam particles other than those involved the hard scatter ofprimary interest [25]. In

this case, the MLM algorithm is used in order to match parton showers from PYTHIA

generated from softer processes to the hard partons geneed at the matrix element

stage by MadGraph [26]. Gluinos ¢y are produced using PYTHIA for both generation

and showering. Distributions of the velocity

dorapidity

, transverse momentum P+, and pseu-
for a few gluino, stop, and stau models are shown in Figuré 2.6 The



14
transverse momentum spectrum gets harder as the particle m&s increases, and in gen-
eral production is central in . Plots of the velocity vs. the pseudorapidity for two
stop and two stau masses are shown in Figures 2.7 and 2.8. It nabe observed from
these Figures that in general, HSCP with high are produced outside of the central
region, except for the lightest stau.

2.5 Comparison to Tevatron Experiments

Searches for HSCPs were conducted at the Tevatron located dermi National Acceler-
ator Laboratory in Batavia, lllinois. The Collider Detecto r at Fermilab (CDF) searched
for HSCPs with a tracker-based time-of- ight strategy. Events that had a muon with
Pr > 20 GeV from the primary vertex along with a second muon or anoher particle
were selected. The data was split into a signal sample wheredbh particles have Pt >
40 GeV and a control where both particles have 20 Ge\k P+ < 40 GeV. The control
was used to model backgrounds in the signal sample. The theetical model here was
stop production. A single candidate with mass> 100 GeV was found. This was consis-
tent with background predictions, so a lower mass limit of 20 GeV was set using the
next-to-leading order cross section [29]. The results are skm in Figure 2.9.

A search for staus and charginos was conducted at the DO dettar, also at the
Tevatron. These are pair-produced so selected events contaitwo muons. Most of
the time the two are produced back-to-back. The average speedfdhe candidates was
measured using information from the muon system and used toalculate a signi cance:
(1 )= speeds Where gpeeq is the resolution on the speed. Massive particles should hav
a large signi cance value, as opposed to muons, which shoulde centered about zero.
This was used along with the reconstructed mass to make cutsSix di erent masses
of staus were considered, and the observed events were catent with background for
each. The same cuts were applied to the charginos, which areirematically similar.
The stau analysis cannot improve on limits set by LEP, while achargino lower mass
limit of 174 GeV can be set. The DO results are shown in Figure 20.
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Figure 2.6: Distributions of the transverse momentum, psedorapidity , and velocity
. Models illustrated are gluinos (top), stops (middle), and staus (bottom), and several
masses are considered for each [27].
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Figure 2.7: Velocity ( ) vs. pseudorapidity ( ) for two stops, of mass 130 GeV (left)
and 800 GeV (right) [28].

Figure 2.8: Velocity ( ) vs. pseudorapidity ( ) for two staus, of mass 100 GeV (left)
and 247 GeV (right) [28].
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Figure 2.9: Theoretical cross section and observed crossci®n for stops plotted by
mass. A lower mass limit of 240 GeV is set [29].

Figure 2.10: Observed (solid line) and calculated (dotted ihe) cross sections for stau and
Higgsino-like chargino production as a function of mass. A laer limit on the chargino
mass (both Higgsino- and wino-like) of 174 GeV is set [29].



Chapter 3

The LHC and the CMS Detector

The Large Hadron Collider (LHC) is a superconducting particle accelerator, located
at the CERN lab near Geneva, Switzerland. It is designed to diver proton-proton
collisions at high energy and high luminosity, allowing fora comprehensive search not
only for the Higgs boson, but also for signs of other new partiles. Higher precision
measurements of Standard Model parameters will also be undeaken. Capturing the
collision products are massive detectors, which are situad in underground caverns
along the beam line. The Compact Muon Solenoid (CMS) is one dffour main detectors
at the LHC. Two of the four, LHCb and ALICE, are specialized for particular types of
measurements, while the other two, CMS and ATLAS (A Toroidal LHC ApparatuS),
can perform a wide variety of measurements and searches [3[31] [32].

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [33] was constructed in the 6.7 km circumference
tunnel used for the CERN LEP machine, lying between 45 m and 1@ m underground.
Traversing the Swiss-French border, the tunnel consists of ight straight sections and
eight arcs and is slightly inclined towards Lac leman, or southwest. A diagram of the
LHC layout is shown in Figure 3.1. There are eight possible iteraction points where
the beams may cross, but only four of these are used, one for @a of the four main
LHC experiments. Figure 3.2 shows a photo taken from the JuraMountains in France
featuring Lac leman and the Alps in the background. Since the LHC collides protors
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with protons, there are two separate rings with counter-rotating beams contained in
a single magnet structure. The main goal of the LHC is to detet the Higgs boson,
thereby lending additional support to the Standard Model. However, the high center
of momentum energy allows the creation of other particles wh masses on the order of
1 TeV, a key prediction of many models of new physics beyond th Standard Model,
including Heavy Stable Charged Patrticles (HSCP).

Figure 3.1: The layout of the LHC with the interaction points of the four main experi-
ments shown [33].

3.1.1 Design Considerations

The LHC event rate is de ned as

Nevent = L event (3-1)
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Figure 3.2: Photo of the Geneva area, with the LHC ring supenmposed in red. Lac
leman and the Alps are visible [34].
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where L is the luminosity and ¢yent IS the cross section of the event. The luminosity
for a Gaussian beam pro le is given as

_ Ngnbfrev r

L
4 n

F (3.2)

where Ny, is the number of particles per bunch,ny is the number of bunches per beam,
frev is the revolution frequency, , = 1 2 js the relativistic gamma, . is the
transverse beam emittance, is the beta function at the beam collision point, and
F is the luminosity reduction factor due to the crossing angleat the collision point.
The factor F arises from a purely geometric e ect, which assuming round kams, equal

beam parameters for both beams, and ; is given by

L
2 " 1=2

F= 1+ 2“ (3.3)

where . is the full crossing angle at the collision point, , is the root-mean-square
bunch length, and is the transverse root-mean-square beam size at the collisigmoint.
Searching for rare events, i.e., those with low eyent, requires maximizing the luminosity,
which implies a high beam intensity. The LHC design peak lumnosity is 10°*cm 2s !
for proton-proton collisions. Taking the proton-proton tota | cross section of about
70 mb, peak instantaneous luminosity corresponds to just uder 10° events per second.
In addition, an average of 20 inelastic collisions will occu at each beam crossing, i.e.,
every 25 ns, giving rise to 1000 charged particles. This leato an experimental challenge
of triggering on and reading out only the \interesting" events, as will be discussed below.
The peak luminosity performance is intended for ATLAS and CMS. LHCB (B physics)
and TOTEM (small-angle inelastic scattering) operate at lower luminosities, and in the
case of TOTEM, fewer bunches [31] [35]. The LHC can also acaghte and collide heavy
ions such as lead. ALICE is purpose-built to take maximum advatage of the ion beams,
but ATLAS and CMS participate as well.

The high peak luminosity in proton-proton mode requires a hich beam intensity,
which means that antiproton beams cannot be used. This is urike the Tevatron at
Fermilab near Chicago, lllinois, USA, which collides protans and antiprotons [36]. Col-
liding protons necessitates two separate proton rings withseparate vacuum chambers
and magnetic elds. Space constraints inside the tunnel ledo the adoption of a single
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magnet structure containing both beam pipes inside it. Figue 3.3 shows a photo of
an assembled dipole, with the two beampipe structure visibé. To achieve the nominal
center-of-momentum (COM) energy of 14 TeV, the LHC makes use o$uperconducting
magnets, cooled by super uid liquid helium to below 2 K, for a nominal magnetic eld
above 8 T. The LHC has 1232 main dipole magnets for beam steexj, each about 16.5 m
long, and other magnets to correct the orbits and focus the bam, such as quadrupoles.
Table 3.1 shows some of the LHC design parameters. Table 3.2@ws some of the
collision parameters at the CMS interaction point.

Figure 3.3: Photo of an assembled LHC dipole, with the two bempipes visible in yellow
at the center. Some parts of the assembly, such as the multilger insulation (MLI) are
labeled [33].

3.1.2 Injection Chain

The LHC was designed to use the existing accelerator chain &EERN. Figure 3.4 is a di-
agram of the acceleration process for protons and heavy iong'he full chain must meet
the challenges of the LHC design, which means bunches with ¥o emittance and high
intensity, spaced at 25 ns intervals. The beams must also beugtable for transferring



Value Unit

Luminosity 1034 cm %s 1
Proton energy 7 TeV
Dipole magnetic eld at 7 TeV 8.3 T
Stored energy in beams 362 MJ
Normalized transverse emittance 3.75 m
Bunch spacing 24.95 ns
Bunch length 7.5 cm
Number of bunches 2808

Protons per bunch 115x10

Table 3.1: Selected LHC Design Parameters for pp collisionf33].

Value Unit
= value at IP 0.55 m
RMS beam radius at IP 16.7 m
Crossing angle (full) . 285 rad
Luminosity lifetime 15 hr
Collisions per crossing 20

Geometric luminosity reduction factor F 0.84

Table 3.2: Selected CMS collision parameters [37].
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between injectors, e.g., small longitudinal emittance, aml satisfy many other require-
ments. Starting with the linear LINAC2 accelerator, the protons attain 50 MeV kinetic
energy. Then in the proton synchrotron booster, this increses to 1.4 GeV. Exiting
the proton synchrotron (PS), the protons are at 25 GeV, and nally, the super proton
synchrotron (SPS) brings them up to 450 GeV for injection into the LHC. The PS had
to undergo a series of upgrades to various components and bguwepped with new radio
frequency acceleration systems in order to increase the bwh intensity and change the
bunch spacing. After injection into the LHC, the protons are accelerated over a period
of 20 minutes to nominal energy, as the magnets ramp up to fulleld. A 400 MHz
system located at Point 4 captures and stores the beam usinguperconducting cavities,
each with a eld strength of 5.5 MV/m, or 2 MV of accelerating v oltage [33].

Figure 3.4. The LHC injection chain for protons and heavy iors (HC). Also shown is
the former LEP chain for electron-positron collisions. Diagam adapted from [38].

3.1.3 Commissioning

The LHC was scheduled to start up in September 2008. Initial esults were promising.
However, during a high-current dipole magnet test, a \resisive zone" developed in the
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interconnect bus bars, which caused failure of the interconect and electrical arcing,
damaging the helium enclosure. The resulting shock wave tggered by the release of
the pressurized helium damaged a 400 m long region of the LHC agnet and vacuum
system. Thirty-nine dipole magnets and 14 quadrupole magnet had to be completely
replaced. Over 200 magnet interconnects needed partial oufl repairs, and 4 km of
beam pipe had to be cleaned. In addition to adding helium presure relief values, the
magnet protection system was upgraded and the resistance @fach bus bar interconnect
was measured. Due to the limited precision of the measureménonly signi cant outliers
could be detected and xed, and it was likely that interconnects with higher resistance
than optimal remained in the machine. It was therefore decicd to run the LHC at a
lower energy to limit the amount of current owing in the inte rconnects until they can
be measured with higher precision. The operating energy waset to 3.5 TeV per beam
for 2010 and 2011. In November 2009, after months of repairfdeam was circulating in
the machine. On March 30, 2010, the LHC produced the rst colisions at 7 TeV center-
of-momentum energy for a worldwide media audience [39]. Aftethis success, over the
course of 2010 many machine parameters were commissionedianned, including higher
intensity bunches and lower . The end of the 2010 proton run featured 2.07 10%2
cm 2s !instantaneous luminosity, with 368 bunches per beam, 348 diiding in ATLAS
and CMS, and about 6 pb 1 delivered in one day. In 2011, the LHC came back online
quickly, achieving 10°2 cm 2s ! peak luminosity in March, and went on to accumulate
the integrated luminosity goal for the entire year before Juy. The was 1.5 m in
ATLAS and CMS. The LHC moved to 50 ns spacing of bunches and thenumber of
bunches was gradually increased to 1380. Reducing the emithce and increasing bunch
intensity yielded an instantaneous luminosity of 2.4 10% cm 2s 1 with over 90 pb *!
delivered in one day [40]. A plot of the integrated luminosity over time for CMS is
shown in Figure 3.5. The luminosity is measured with the forvard calorimeters of CMS
[41].

3.2 The CMS Detector

Similar to the detectors located at the Tevatron, the Compad Muon Solenoid (CMS)
is built as a \4 " structure completely surrounding the collision region, with an inner
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Figure 3.5: LHC delivered and CMS recorded luminosity vs. tme [42]

tracking system on the inside and a large muon detector on theutside [43]. It is located

underground at interaction point 5, near Cessy, France. Ove 3500 scientists from more
than 40 countries participate in the operation of the detector and analysis of its data.

CMS was designed with the search for the Higgs boson in mind, W it has features

that make it useful for other tests of the Standard Model and many searches for physics
beyond the standard model. A photo of the CMS Detector in its underground cavern

is shown in Figure 3.6.

3.2.1 Detector Requirements

In order to search for the Higgs boson, supersymmetry, new pécles, and to test the
standard model, the detector must be able to identify and meaure particles produced in
the LHC collisions. The basic requirements are: a tracking gstem that allows excellent
momentum resolution and reconstruction e ciency of charged particles, in addition
to accurate measurement of interaction vertices; an elec'magnetic calorimeter with
excellent energy and position resolution and large geomeitr coverage for photons and
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Figure 3.6: Photo of the CMS detector in its underground caven [44].

electrons; a hadronic calorimeter with good energy resolubn and even larger geometric
coverage to measure jets and missing energy; and a muon systdhat can identify and
measure the momentum of muons with high precision over a larg momentum range. In
addition, the high rate and intensity of the LHC imposes chalenges for the trigger and
readout system. Overall, CMS consists of subdetectors arraged in layers surrounding
the collision region. Combining the di erent measurementsfrom each subdetector, the
collision products can be reconstructed.

The innermost part of CMS is the 100% silicon tracking system consisting of pixel
and strip layers. Outside of the tracking system are the two @lorimeters, the electro-
magnetic (ECAL), and outside of it, the hadronic (HCAL). All of the above is contained
inside the bore of the 3.8 Tesla solenoid magnet. Outside thenagnet is the muon sys-
tem, composed of cathode strip chambers (CSCs), resistivelgge chambers (RPCs),
and drift tubes (DTs). Close to the beampipe but outside of the muon system lie the
very forward calorimeter and the detector from another expeiment, TOTEM [35]. A
diagram of the detector is shown in Figure 3.7 and some deteot parameters are given
in Table 3.3. The CMS coordinates used here are de ned as falvs. With the origin
at the collision point, the y-axis points vertically upward a nd the x-axis points towards
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the center of the LHC ring. The z-axis is aligned with the beamsand pointed at the
Jura mountains, or in the counterclockwise direction, creding a right-handed system.
Two angles are also de ned, starting from the x-axis and increasing in the x-y plane,
and , starting from the z-axis and increasing in the z-y plane. The eudorapidity is

given by = In(tan( =2)) and the transverse energyEt+ and momentum Pt are given
asEr = E sin( ) and Pt = P sin( ).

Figure 3.7: The CMS detector (adapted from [42]).

Value Unit
Total weight 14000 t
Overall length  28.7 m
Diameter 15.0 m
Magnetic eld 3.8 T

Table 3.3: Selected CMS detector parameters [37].
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3.2.2 Superconducting Solenoid Magnet

The momentum resolution of a charged particle as measured ia magnetic eld goes as
1=BL? whereB is the magnetic eld and L is the radial extent of the tracking detector.
Then for a xed detector size, the magnetic eld must be increased to improve the
momentum resolution. In particular, the design of the CMS tracker to measure muons
at 1 TeV transverse momentum with a resolution of 10% or bette necessitates a high
magnetic eld of about 4 Tesla. Thus, a superconducting maget is necessary, and
in the case of CMS, a solenoid was chosen. In order to minimizenergy loss from
interactions with detector material, which degrades the cdorimeter energy resolution,
it was necessary to design a solenoid large enough to houseetkracking system and the
calorimetry. The CMS solenoid is 6.3 m in diameter, 12.5 m log, and 220 t in mass,
with a stored energy of 2.6 GJ and nominal current of about 19 K. The dimensions
are very large compared to previous detector magnets. Returing the magnetic ux is
a 10000 t steel yoke. The muon stations are sandwiched in beten layers of yoke, and
thus, the magnetic eld for the muon system, outside the sol@oid, is in the opposite
direction as the eld inside, in the central region. In this way muons are bent in the
opposite direction after passing through the solenoid coil

3.2.3 Inner Tracking System

The tracking system is designed to measure the momentum of emged particles and
reconstruct primary and secondary vertices from collisiols. Due to the immense particle
ux at the LHC design luminosity, about 1000 charged particles per bunch crossing
(25 ns), fast response and high granularity are required. Tk detector must also be
tolerant enough of this high radiation to last about 10 years These factors led to the
adoption of a 100% silicon based system. The tracker featusea pixel detector with
three barrel layers and a microstrip detector with 10 barrellayers, supplemented by two
pixel and 12 strip layers in each endcap. The total amount of Bicon used dwarfs that
of other experiments, making up 66 million pixels and 11.4 mlion silicon strips for an
area of 214 m. A diagram of the tracker layout is shown in Figure 3.8.

Close to the interaction region, pixels must be used to keephe occupancy around
1%. The three barrel pixel layers are cylindrical in shape ad are located at 4.4, 7.3 and
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Figure 3.8: The CMS tracker layout, including pixel detector, tracker inner barrel (TIB),
tracker inner disk (TID), tracker outer barrel (TOB), and tr acker endcap (TEC) [43].

10.2 cm from the interaction point. There are two pixel disks which increase coverage
to j j < 2.5, and the pixel detector yields 3 spatial measurements foeach charged
particle, in r- and z. The pixel size is 100 150 m? in the barrel and forward
sections. Outside of the pixels, silicon microstrips with ypical sizes of 100 cm 80 m
are used, with the strip pitch increasing as the radius incrases. Starting closest to the
pixel detector, there are 4 barrel layers of strips aligned prallel to the beam axis (TIB)
and 3 disks per endcap with strips aligned radially (TID), with the TIB yielding up to
4r- measurements (3 in TID). The TIB and TID are situated between 20 and 55 cm
away from the interaction point. Outside of the TIB/TID is th e tracker outer barrel
(TOB) extending to 116 cm in radius and consisting of 6 barrellayers, providing up to
6 r- measurements. To cover higher tracks, the tracker endcaps (TEC+/-) extend
from 124 to 282 cm inz and 22.5 to 113.5 cm inr. Each TEC has 9 disks consisting of
radial microstrips, yielding up to 9 measurements in -z. Several layers and rings are
stereo, containing two strip modules, thus providing measuements of z in the barrel
and r in the disks. This layout guarantees about 9 hits in the strip tracker in the full

j ] < 2.4 coverage with at least 4 stereo hits. Figure 3.9 shows theumber of hits as a
function of . In general, the strip sensors in the outer region are incresed in thickness
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to 500 m from 320 m in the inner region in order to keep the signal to noise ratichigh
with longer strip length. The single-cell occupancy at high bminosity is designed to be
less than 3% depending on the subdetector [45]. The transvee momentum resolution
is expected to be 1-2% for tracks with momentum above 100 GeV inhe region of
j j <1.6. Though not expressly designed for this purpose, the treker sensors can also
measure the amount of charge deposited by a traversing chaegl particle. This makes
measuring dE=dx possible, a feature that is utilized in the search for Heavy &ble
Charged Particles.

Figure 3.9: Hits in the tracker as a function of . Open squares represent the number
of stereo layers and lled circles show the total number of his [43].

3.2.4 Electromagnetic Calorimeter

The CMS electromagnetic calorimeter (ECAL) is designed to &curately measure the
energy of impacting photons and electrons. To ensure contaiment of showers from high
energy particles, a material of high density must be chosen ith a short radiation length
and small Molere radius. In addition, using the same materal for both absorption
and scintillation minimizes unmeasurable energy losses idetector materials. For this
reason, lead tungstate (PbWQ,) scintillating crystals were chosen to serve as the heart
of ECAL, and about 80000 of them are used in total. Lead tungsate has a density
of 8.28 g/lcm®, a radiation length of 0.89 cm and a Molere radius of 2.2 cm,allowing
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construction of a compact detector, in addition to fast scirtillation response, with 80%
of the light emitted in 25 ns. One disadvantage is the low ligh output; roughly 4.5
photoelectrons per MeV are collected in the photodetectorswhich in the barrel have a
guantum e ciency of about 75% and cover 1/8 the area of the crystal rear face. The
crystals are radiation hard, the main e ect of irradiation b eing the formation of color
centers which impact the crystal transparency only and not the scintillation mechanism.
This damage can thus be tracked and corrected using a laser stem.

ECAL has two main sections: barrel (EB), coveringj j < 1.479 and 360 in , and
endcap (EE), covering 1479 < j j < 3:0. A third section, the preshower (ES) is a
lead-silicon detector located in front of EE, which is desiged to distinguish showers
from © decays from those due to a single photon. The overall layout fothe ECAL
detector is shown in Figure 3.10 while a more geometric viewsi shown in Figure 3.11.
The remainder of this section will focus on EB and EE.

Figure 3.10: Overview of the CMS ECAL layout [43].

The EB is constructed in 36 supermodules of 1700 crystals ehg totaling 61200
crystals. Each EB crystal measures approximately 2.2 cm 2.2 cm at the front face and
is 23 cm long, about 25.8 radiation lengths, allowing excedint energy containment for
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Figure 3.11: Geometric diagram of the CMS ECAL, adapted from[37].

electrons and photon showers. The face area corresponds td@74 0.0174in - , with
the shape varying slightly with  position. The rear face is 2.6 cm 2.6 cm at the rear
face, giving a truncated pyramid or tapered shape to the crytal as a whole. The crystals
are o -pointing with respect to the center of the detector by 3 so that intercrystal gaps
do not align with particle trajectories, and their front fac es are 1.29 m away from the
beam axis. The scintillation light is collected by avalanche photodiodes (APDs) in EB.
As the scintillation mechanism and the APD ampli cation are strongly temperature
dependent, a water cooling system is used which keeps the ap¢ing temperature at
(18 0.050) C. The APDs are required to be radiation hard, and after testing and
screening, are expected to see only an increase in the darkreent with irradiation, i.e.,
an increase in noise. The APD gain directly a ects the ECAL erergy resolution, and
thus the high voltage system must be stable on the order of tes of mV. Operating at
a gain of 50 implies a bias voltage between 340 and 430 V. Paicd APDs with a mean
gain of 50 at their operating voltage are mounted on the rear &ce of each crystal and
are read out together.

The EE is built from 5 5 crystal units called supercrystals, making up 4 dees (2
per endcap) holding 3662 crytals each. Each dee has 138 steard supercrystals and
18 partial units to re ne the shape of the inside and outside @ges. The crystal size
increases in EE to a front face of 2.862 cm 2.862 cm with a length of 22 cm, or 24.7
radiation lengths, with a rear face of 3.0 cm 3.0 cm. The o -pointing angles vary
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from 2 to 8 , as the crystals are pointed 1300 mm past the interaction pait, nominally
315.4 cm from the crystal front faces with magnetic eld applied. For readout the EE
uses vacuum phototriodes (VPTs) instead of APDs due to the irtreased particle ux in
their region of coverage. Irradiation leads to an increasen the anode current, i.e., noise,
but no other ill e ects. The VPT dynode and anode are biased at+600 V and +800 V
respectively, and the photocathode is held to ground. As theoperating voltages are
close to saturation, the voltages do not have to be controlld as precisely as the APD
voltages. The VPTs have shown evidence of a rate dependency the gain, and though
this e ect is suppressed in the magnetic eld, an LED pulser s/stem was incorporated
to keep the rate constant.

The ECAL electronics readout is separated into on-detector ad o -detector sections.
The on-detector section is composed of very front end cards,aeh connected to up
to 5 crystals, and front end cards, each hosting up to 5 very font end cards, or up
to 25 crystals in total. Transmission of the data is accomplshed via gigabit optical
hybrid (GOH) connections running at 800 Mb/s. From the photo detector, the analog
signal is preampli ed and shaped by a multi-gain preampli er (MGPA). The MGPA
has a shaping time of about 40 ns and outputs three analog sighs with gains of 12,
6 and 1. These are digitized in parallel by a 40 MHz 12-bit analg to digital converter
(ADC), which selects the highest gain non-saturated signal ad outputs the 12-bit digital
representation. The data are bu ered in the front end cards and transmitted via one
GOH to the o -detector trigger concentrator card, which prep ares the crystal data for
usage in the CMS Level-1 trigger processor. If a Level-1 triggeis red, anywhere
in CMS, the data are transmitted through the second GOH to the o -detector data
concentrator card for readout and storage. A third o -detector card, the clock and
control system, generates and distributes fast and slow cdrol functions to the very
front end and front end cards. A diagram of the on-detector reaout process is shown
in Figure 3.12.

The main gure of merit from the ECAL is its energy resolution. For energy <
500 GeV, where rear energy leakage is not signi cant, the redution can be expressed

as , ,
2 S N
— = p=— + — +c¢C? 3.4

where S is the stochastic term, N is the noise term, C is the constant term, and E
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Figure 3.12: Diagram of the CMS ECAL readout chain. First, the signal from the
photodetector is preampli ed and shaped by the MGPA. Then the highest gain non-
saturated signal is selected by the ADC. Finally, the data ae bu ered and transferred
to the o -detector electronics [43].

is the particle energy deposited. The stochastic term arisg from photostatistics and
uctuations in lateral shower containment and energy deposted vs. measured in the
preshower. The noise term includes electronics and digitetion noise, and pileup noise.
The constant term includes non-uniformity of light collection, intercalibration errors,
and energy leakage from the crystal rear face. The terms wereneasured from test
beam data to be: S = 2.8%(Io GeV), N = 12%(GeV), and C = 0.3% [46].

3.2.5 Hadron Calorimeter

The hadron calorimeter (HCAL) contributes to measuring jets and missing energy from
neutrinos or new particles. The CMS HCAL is a sampling calorimeter composed of
layers of scintillator sandwiched between absorbing mateals. As the barrel section
must t into the magnet bore, it lies in between the ECAL ( R = 1.77 m) and the
magnet (R = 2.95 m), limiting the amount of material absorbing hadroni ¢ showers in
the radial direction. An extra detection layer is located outside the solenoid, using the
magnet material to increase the amount of absorber. The endaps are located behind
the ECAL endcaps. Forward calorimeters (based on Cherenkolight collection) located
11.2 m from the interaction point extend pseudorapidity coverage up toj j =5.2. They
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measure both electromagnetic and hadronic components of skwvers, but are historically
categorized as a part of HCAL. An overview of the HCAL componat layout (with the
exception of the forward calorimeters) in the CMS detector 5 shown in Figure 3.13.

Figure 3.13: HCAL barrel (HB), endcap (HE) and outer (HO) lay out for one fourth of
the detector [43].

The HCAL barrel (HB), similar to the ECAL batrrel, is divided i nto 36 sections of
20 in , 18 on the plusz side and 18 on the minusz size, and has coverag¢ j < 1.3.
Each section has 4 segmentations. The absorber is made out of a 40 mm thick steel
plate, 8 brass plates 50.5 mm thick, 6 brass plates 56.5 mm thk, and a 75 mm thick
steel plate. The steel plates are used for increased mechaal strength. This amounts
to 5.82 interaction lengths atj j = 0, increasing to 10.6 interaction lengths atj j =
1.3. The ECAL barrel in front corresponds to about 1.1 interaction lengths. Between
the absorber plates are plastic scintillators, segmentednito 16 sections. The resulting
HCAL granuality is =0:087 0:087. The HCAL scintillator tiles are read out
using wavelength shifting bers fed into silicon-based hybid photodiodes (HPDs). For
most of HCAL, all longitudinal sections sharing the same and jphi coordinates are read
out together. The HCAL endcaps (HE) extend the pseudorapidty coverage toj j = 3.0.
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The HE absorber layers are 79 mm thick with 9 mm gaps which hous the scintillators.
HE contains 20916 scintillator tiles, and the granularity is about =0:17 0:.017
in this region. HCAL has about 70000 tiles in total.

The outer calorimeter (HO) was motivated by the limited amount of material inside
the magnet bore, which does not absorb hadronic showers adegtely in the central
pseudorapidity region. To remedy this, the solenoid coil isused as an absorber and
additional scintillators (HO) are placed outside the bore. HO is thus constrained by
the muon system, and has granularity matching that of HB. Finally, the two forward
calorimeters (HF) further extend the coverage toj j of 5.2. Due to the harsh radiation
environment, quartz bers were chosen as the active materia One thousand kilometers
of bers are used in the two HF systems. Particles above threlold generate Cherenkov
light in the bers, which is read out by shielded photomultip liers. The calorimeter front
face is 11.2 m from the interaction point, and is made up of =0:175 0:175
towers in 36 wedges. Steel absorber plates house the bers grooves, half of the bers
lining the full depth and half starting 22 cm after the front f ace. The dual- ber system
allows the distinguishing of hadron showers from electromgnetic showers, which have
signi cantly less depth. The 240 t HF lies on a table, and can ke aligned to within
1 mm of the rest of CMS.

The pion energy resolution for the ECAL and HCAL combined hasbeen studied in
test beam. It can be given as:

= p=— +cC? (3.5)

where the terms were found to beS = 1.2 and C = 0.095 [47].

3.2.6 Muon System

Muons are expected to be produced in many interesting ways,of example, in the
decay of the Standard Model Higgs boson. In addition, beyondhe standard model
physics, such as those predicting Heavy Stable Charged Pddies, also focus on muons
or muon-like objects. Therefore the CMS detector has been démned to measure muons
e ectively. The layout of the muon system is constrained by the magnet to have a
barrel and two endcap regions. In addition, to maximize the overage and for radiation
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hardness, gaseous detectors were chosen. The overall mugstem layout for one quarter
of CMS is illustrated in Figure 3.14.

Figure 3.14: The CMS muon system for one fourth of the detecto[37].

In the barrel, coveringj j < 1.2, drift tube (DT) chambers are grouped into wheels,
with muon stations sandwiched in between layers of the magrteux return yoke. There
are 5 wheels along the z-axis in the barrel, each divided into 2 sectors about . Each
sector contains its own 4 muon stations, each having 8 or 12 Yers of DTs a xed to
RPCs. Stations 1-3 host 2 groups of 4 chambers, measuring in ¢r- plane, and 4
chambers measuring thez direction. The last station contains only the 8 r- coordinate-
measuring chambers. The chambers can be used to measure timgiwith good resolution.
Each station is made up of 2-3 superlayers containing 4 layersf drift chambers. Signals
from passing muons are combined from di erent stations intoa single track. Figure
3.15 shows a schematic view of one DT muon station. The DTs in &h station are
overlapping in the radial direction to minimize dead regions as can be seen in Figure
3.15. In total, 250 DTs are used, with 2.4 m wire length and 21 'm chosen as the
transverse dimension. The targetr resolution was 100 m attained with 8 track



39
points measured by ther chambers.

Figure 3.15: A view in the r plane of a muon station with drift tube chambers
organized into two superlayers [43].

In the endcap region, covering 0.%< j j < 2.4, 468 cathode strip chambers (CSCs)
are used. The choice of CSCs was driven by the non-uniform magtic eld and higher
radiation rate in the endcaps. Each endcap contains 4 statins of CSCs, in between
layers of return yoke, like the DTs. The CSC is a multiwire proportional chamber with
7 cathode strip panels and 6 anode wire layers inside gas gap¥he cathode strips are
aligned alongr and measure . The anode wires, aligned perpendicularly to the strips,
measure and the time. Six layers in each chamber allow use of patternecognition to
reject background and like the DTs, matching of hits to other parts of the detector. The
largest CSCs measure 3.4 m in the strip direction and 1.5 m inle wire direction. In each
endcap, there are 4 disks of CSCs, with each disk divided int@ concentric rings. Figure
3.16 shows a cutaway view of an individual CSC along with its esponse to a passing
charged particle. Ther- resolution for the chamber closest to the interaction regim
(ME1/1b), situated just behind the HCAL, was required to be about 75 m. A study
performed on cosmic ray muons measured a resolution of abo® m in this chamber.
The resolutions of the other chambers were worse than their esign values. This was
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attributed to high voltage settings below their design values in order to maximize the
chambers' lifetime [48].

Figure 3.16: Left: A view of a cathode strip chamber, showingsome cathode strips and
anode wires. Right: Response of the anode and cathode to a Esg muon [49].

O ine reconstruction e ciency of the complete muon system i s over 95%. The
momentum resolution is about 9% for central and transverse momentum under 200
GeV, increasing to 15-40% at 1 TeV transverse momentum, varyig with . Combining
with the inner tracker, the 1 TeV transverse momentum resoluion is about 5% [50].

Both CSC and DT systems can also be used as muon triggers for C81 However,
a resistive plate chamber (RPC) system is present in barrel ad endcap regions | j <
1.6) to provide independent triggering, even if the backgrand rate increases. They
have excellent time resolution but worse position resoluibn than the DTs or CSCs, and
are operated in avalanche mode. The RPCs are incorporated ia the muon stations in
the barrel and endcap, with barrel stations 1-2 hosting 2 RPC &yers and stations 3-4
hosting 1 RPC layer, making six layers in total. Stations 1-3 n the endcap contain one
RPC layer each.

3.2.7 Trigger and Data Acquisition

The high collision rate of the LHC, 40 MHz, in addition to its high instantaneous
luminosity, and therefore, multiple interactions per bunch crossing, yields too many
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collision events to store and process. At the same time, such high rate is necessary
in order to produce particles from rare physics processes. $A\a result, a system must
be implemented to reduce the rate of events that are kept fronthe collisions, selecting
more \interesting" or rare events to keep, ignoring the rest from more common and
well-known processes. The CMS trigger system is separated tm two parts, Level-

1 (L1) trigger and High-Level Trigger (HLT). The L1 trigger is based on hardware,
whereas the HLT is software running on a farm of computers. Tle combined L1-HLT
rate reduction is designed to be no less than 0 The L1 trigger uses calorimeter and
muon system information in a limited way, while the event's full data is kept in bu ers.

At HLT, more complicated algorithms similar to those used for a physics analysis can

be utilized, such as tracking.

Figure 3.17: Layout diagram of the CMS Level-1 trigger system[43].

The Level-1 trigger takes as a starting point energy depositdn calorimeter tow-
ers ( = 0:087 0:087 atj j < 1.74) and track segments in muon chambers.
These raw data are combined to construct trigger objects sut as electrons/photons,
jets, or muons. Calorimeter information is also used to consuct the missing and total
transverse energy. The trigger objects are ranked and sortebased on energy, momen-
tum, and quality. Finally, these inputs are fed to the L1 Global Trigger, which decides
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whether to accept the event. On an L1 accept, the full event igead out by the electron-
ics and transferred to the HLT farm. The L1 maximum output rat e is 100 kHz. Due
to the fact that the L1 trigger must consider every bunch crossing, its decision time is
only 3.2 s. An overview diagram of the CMS Level-1 trigger is shown in Fgure 3.17.

The HLT must further reduce the L1 rate from 100 kHz to about 100 Hz, or a factor
of 1000. On an L1 trigger accept, the approximately 75 millim channels of CMS are
read out and collected by about 600 Front End Driver boards. This output is then
built into a single event by the Event Builder, utilizing a Bu ilder Network consisting
of Builder Units in parallel. Events are built at the 100 kHz maximum L1 accept rate.
The built event is then fed to the Filter Systems, made up of Fiter Units. Algorithms
such as nding and reconstructing jets or particle tracks are run at this stage to make
the accept/reject decision. Events accepted by the HLT are érwarded to the Storage
Manager for writing. An overview of the CMS HLT and data acquisition architecture
is depicted in Figure 3.18.

Figure 3.18: Overview of the CMS High-Level Trigger and data &quisition architecture
[37].



Chapter 4

Timing Reconstruction and
Performance of the CMS ECAL

The CMS Electromagnetic Calorimeter (ECAL) is primary designed for high-precision
energy measurement. The resolution goal for unconverted pitons in the barrel is 0.5%
for energies above 50 GeV, and test beam studies suggest ththiis is attainable [51]. In

searching for the Standard Model Higgs boson, this performace is exploited to obtain

high discovery signi cance in the diphoton decay channel. A5 discovery can be made
with 10 fb ! at 14 TeV center of momentum (COM) energy for a 120 GeV Standad

Model Higgs boson [52]. Recent results using the 2011 7 TeV QW energy dataset
(about 4.76 fb 1) have indicated a small excess of about 1 signi cance for a Higgs
mass of about 124 GeV, while 95% con dence level exclusion igossible at 1.5 to 2
times the Standard Model cross section for a Higgs mass in theange of 110 to 140 GeV
[53].

Additionally, the timing of the energy deposit can be measued with high resolution,
due to the fast front end electronics and short scintillation timescale of lead tungstate
(80% of the light emitted in 25 ns) [54]. This can be utilized in two ways: rejecting
background, such as cosmic rays and noise; and identifyingapticles such as the Heavy
Stable Charged Particles described in Chapter 2 and photonslecaying from long-lived
particles. These patrticles will travel more slowly and therefore arrive at the calorimeter
later than a photon, electron, or other Standard Model particle. A benchmark model

43
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of neutralinos decaying to photons suggests that a time redation of better than 1 ns is
necessary for the timing measurement to have a signi cant inpact. As an added bene t,
amplitude reconstruction improves with good knowledge of he readout timing of all
channels [55]. In this section, the timing reconstruction, calibration, and performance
of the CMS ECAL for single crystals is examined.

4.1 Time Measurements with ECAL

Figure 4.1: Left: An average pulse shape measured in an ECALrgstal as a function
of time minus the time of the maximum pulse height (black line). The red dots depict
the typical timing readout of the ten amplitude samples of the pulse from the front end
digitization. Right: The timing of the pulse as a function of the amplitude ratio of two
neighboring samples [56].

The ECAL front-end electronics were described in Chapter 3. Biey, the scintil-
lation light is ampli ed and shaped into a pulse, illustrate d in Figure 4.1 (left), where
the pulse height is shown as a function of the time minusTmax, Tmax being the time at
which the pulse height is maximal. As the timing constants ofthe front end electronics
are identical and the scintillation component decay times ae the same for all ECAL
crystals, the pulse shape is very similar for all channels. Rer the (analog) pulse shap-
ing, a 12-bit voltage sampling analog-to-digital converter dgitizes the pulse at 40 MHz.
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This results in a series of ten pulse amplitude measurements 25 ns intervals, which
are stored in a bu er, awaiting a trigger to transfer these samples to the CMS event
data. The ten samples are xed to the collision time with a known phase. The goal of
the ECAL time reconstruction is to measure Tnax relative to the collision time using
the ten input samples, which are indicated in Figure 4.1 (lef). It can be seen that
the values of the ten samples depend on the pulse height, theggition of Tyax between
samples, or \phase," and the shape of the pulse produced by #hfront end electronics.
As shown in Figure 4.1 (right), the pulse can also be represead using the amplitude
ratio of two consecutive samplesR(T) = A(T)=A(T + 25ns). The ratio variable does
not depend on the maximum pulse height under the assumption ltat the pulse shape
is independent of amplitude. In order to address small variions of the pulse shape
between di erent crystals, the ratio representation is tt ed to a polynomial whose pa-
rameters are determined from test beam data for a sample of bieel and endcap crystals
separately. These ts are then applied to all crystals in the barrel and endcap.
By using the ratio variable, each pair of neighboring sampls yields a measurement
Of Tmax, dened as Tmax:i = Ti  T(Ri), where T; is the time of samplei and T(R;) is
the time obtained from the ratio variable using the polynomial parameterization. The
uncertainty on each Tphax:i can be calculated as the derivative ofT (R) multiplied by
the uncertainty on R;. Noise, uncertainty on the pedestal value, and truncation fom
digitization contribute to the uncertainty on R; [55]. Ratios with large uncertainties
and those from very small amplitudes are not used in the calclation of Tphax. The
others (typically 4 or 5 for in-time particles) are combined into an average weighted by
= ,2 where ; is the uncertainty on each Thax:i. By using the simple weighted mean,
it is assumed that the ratios R; are uncorrelated, while in fact, neighboring ratios are
anticorrelated since they share a common amplitude sampleThis tends to overestimate
the uncertainty on the total Trmax by about 20% [56]. Noise correlations between samples
are a negligible contribution.
Like the energy resolution, the time resolution can be expresed as the quadratic
sum of noise, stochastic, and constant terms:
N v 2 s ?

+ p— +C? (4.1)

2 -
M= = -

A is the reconstructed amplitude, y the individual sample noise, andN, S, and C are
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the noise, stochastic, and constant terms. The noise term waestimated at 33 ns from
Monte Carlo simulations, for n of 42 MeV in the barrel and 140 MeV in the endcap.
The stochastic term arises from photostatistical uctuati on in light collection inside the
crystals, and is estimated to be negligible. The constant tem contains e ects such as
di erences in the pulse shape between di erent channels, asvell as uncertainty on the
shower initiation point. Time calibration between channels also contributes directly to
the constant term, and thus is a vital component which will be discussed below.

4.2 Timing Calibration

Each ECAL channel has reconstructedTmax approximately the same for all Standard
Model particles originating from the interaction point (IP ), since this is determined by
the time of ight to the crystal. However, the time of ight va ries across the detector
by a few nanoseconds, and each channel has its own intrinsiégeal delay, making a
channel-to-channel synchronization necessary. This is tygially referred to as timing

synchronization or calibration, interchangeably. The calbration can be done in two
stages, hardware and software. In the hardware, the ECAL frot end electronics can
adjust the phase of the clock by steps of 25/24 ns in groups of2crystals (or fewer
in the endcap section), corresponding to a front end card. Haever, the value of Tax

must be measured and adjusted to ne precision to reduce the @nstant term in the

resolution as much as possible. Therefore an additional l&l of calibration is done
o ine in the software using physics events. Because the selgion is done o ine, energy

deposits corresponding to only certain particles such as pdtons or electrons can be
used. This may remove systematic e ects arising from the intusion of energy deposits
from showering muons, for example. In practice, for the calbirations determined so far,
any energy deposit above a given threshold is included to dare the calibration for each

channel.

4.2.1 Timing Calibration Using Splash Events

To produce the rst calibrations used for 2010 data taking, muons produced from \beam
splash" events are used. The rst beams circulating in the LHC in 2008 and 2009 were
occasionally dumped onto closed collimators located 150 maay from the CMS detector.
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The protons, upon impact with the collimators, produced pions and kaons, which then
decayed into muons. These muons moved almost parallel to theeam direction in the z

axis, at nearly the speed of light. The proton bunch length inthe z direction was about

6 cm, or 200 ps of intrinsic time width. The arrival time of the splash to each crystal can
therefore be approximated as dependent only on the crystad position. Several muons
cross each crystal in a typical splash event, which togethedeposit around 5 GeV, and
every crystal receives signi cant energy. The reconstruoctd energy in each crystal for a
single splash event in shown in Figure 4.2.

Figure 4.2: Energy per crystal reconstructed from a beam spish event. (a) and (c)
Minus and plus endcaps, respectively, where ix and iy are théorizontal and vertical
crystal coordinates. (b) Barrel, where i and i are the and crystal coordinates.
In all cases, white regions represent channels masked in tireadout at the time of the
event, less than 1%. Many channels have since been recovergb].

For the splash calibration, a sample of events from Autumn 209 was used for
the channel-to-channel ECAL timing calibration. The performance di erence when
including the o ine timing calibration is shown in Figure 4. 3, comparing the average
reconstructed time of all crystals from collision events, ncluding hits above 0.6 GeV.

Particles from beam splash travel as a plane wave, as desced above, and do not
come from the interaction region. In order for the times obtaned from the splash events
to be applicable to particles traveling from the interaction region, a transfer function
must be applied. This is done using the geometrically predited di erence in time of
ight between particles coming from the interaction region and those from the splash.
This di erence depends on the muon direction (plus or minusz) and the crystal position.
Crystals with the same coordinate have a common predicted time of ight.
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Figure 4.3: Average reconstructed time for ECAL crystals wth hardware calibration
only (dashed gray line) and including software calibration determined from 2009 beam
splash events (solid red line) [57].

4.2.2 Timing Calibration for 2010 Data Taking

For the 2010 run, in order to minimize geometric e ects from using splash data and ap-
plying the transfer function, rings of crystals with the same coordinate were realigned
using LHC collision data from early 2010. De ned in this way, there are 170 rings of
360 crystals each in the barrel. The choice to realign in ring as opposed to doing a full
crystal by crystal calibration was taken chie y because of the lack of high energy hits
in the given data. In the endcaps and barrel, the average timewas realigned as well.
Hits above 2.5 GeV reconstructed energy were used in all caseavith high-quality data
certi ed by detector experts. The resulting calibrations were validated by looking at
their e ect of the reconstructed time on statistically inde pendent collision data.

The result of this alignment by rings in the barrel is shown in Figure 4.4. Using
collision events, it is necessary to limit the e ect of anomdous energy deposits (see
below). This was done by imposing a loose time window on the thes used to calibrate
each channel.

For the remainder of 2010, it was possible to create a calibition for each crystal
using the collision data itself. This was done by using any eergy deposit hitting a
crystal above a threshold of several GeV and taking the timirg measurement. After the
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Figure 4.4: Average reconstructed time for ECAL crystals in the barrel sharing the
same index, as determined from early 2010 collision events [57].

removal of anomalous energy deposits and imposing the loosiene window, the simple
average of all the timing measurements is taken as the chanifie calibration. During the
2010 run, it was necessary to perform the calibration processeveral times to account for
interventions in the electronics. These interventions hadbeen observed to cause shifts
in the readout timing. In addition, during this period, a dep endence of the average
time on the reconstructed amplitude was observed, believedo be a result of the ratio
reconstruction and the imperfect independence of the pulsshape with amplitude. A
correction based on the measured deviations was implemerdeand validated. A nal
set of timing calibrations for the 2010 run was deployed in Deember 2010.

4.2.3 Timing Calibration in 2011

In the 2011 run, data came in rapidly and a timing calibration based solely on the
2011 collision data was deployed in July. Interventions wit the ECAL electronics again
caused occasional timing shifts to appear at the 25 crystal level, and adjusted sets of
calibration constants were deployed to correct them. Therewere 17 sets of calibrations
deployed to adjust for these changes and global shifts in thelock.

For 2011, the calibration tools were updated for better easef use and integration
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with the calibration database. In addition, the timing bias as a function of amplitude
was extended to higher amplitudes and included in the recortsuction. With the in-
creased luminosity available, the calibration dataset cold be limited to events ring the
ECAL or HCAL triggers for which the timing measurement would be most appropriate,
and datasets such as events with Z candidates could be used talidate and study the
timing performance (see below). Finally, each set of calikations was also tested on the
original dataset from which it was derived (closure). Therewere no major changes to
the calibration procedures.

4.3 ECAL Timing and Anomalous Energy Deposits

During data taking in 2010, isolated high energy deposits wee observed in the ECAL
barrel. These deposits are believed to be caused by partidepassing though the APD
and directly ionizing the sensitive volume. The rate of the® events is approximately
10 3, looking at minimum bias events, which scales with the centeof momentum energy,
consistent with the creation of more charged particles at hiher P s [58]. To identify
these deposits, also known as \spikes," shower topology antiming can be used. A
deposit in which 95% or more of the cluster energy is locatednside a single crystal is
determined to be anomalous and is agged. Thus by comparing e energy deposited
in a crystal to that of its neighbors, a spike can be agged.

The reconstructed timing can also distinguish between spiks and normal showers.
The pulse shape of a normal shower is a convolution of the sdifiation pulse shape
and the electronics shaping, whereas for spikes, only theadtronics shaping is involved.
Reconstructing the di erent spike pulse shape with the shage expected for normal show-
ers causes a bias in the measured time. Figure 4.5 illustrasethis bias by showing the
reconstructed time of the highest energy hit in each event fo minimum bias data at
P s =7 TeV. The time for normal showers is distributed around zero, whereas the time
for the spikes peaks around -10 ns, due to the steeper rising gd in their pulse shape.
The long positive tail is believed to be due to slower partices such as low momentum
neutrons ionizing the APD. For each hit, using the expected tming resolution at that
energy, a ag is set if the di erence between the measured anexpected time is greater
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than 5 standard deviations. It can be seen from Figure 4.5 thhabout 8% of the anoma-
lous deposits with transverse energy greater than 3 GeV areagged as out of time but
pass the topological selection, as shown by the dashed lindhe spikes that are in time
but not tagged topologically make up less than 1%, which illstrates the power of the
using both timing and topological cuts together. ECAL timin g has thus already served
an important role by helping to reject these anomalous depass, which can contaminate
high energy jets and large missing energy events.

Figure 4.5: Reconstructed timing of the highest energy hit h each event from minimum
bias data, shown for all hits (solid line) and those which arenot topologically agged
as anomalous (dashed line). Of those in the latter categoryabout 8% with transverse
energy greater than 3 GeV are agged as out of time [57].

4.4 Time Resolution Performance

In calibrating the ECAL timing, one must keep in mind the expected performance of
the timing, in particular, the time resolution. While the ti me o set (or bias) is also
important, it is more di cult to minimize the time resolutio n spread due to systematic
e ects arising in the calibration process. The spread of thecalibrations drives the
constant term of the time resolution, which dominates the erire time resolution at high
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energies (see Equation 4.2). One can determine the ECAL pefmance in an idealized
scenario, such as test beam, as well as that observed in a maggical physics situation,
like the times of two electrons from a Z boson decay. These stlies are presented in the
following sections.

441 Time Resolution From Test Beam Data

A study on the time resolution was completed with electron test beam data in 2008 using
fully assembled barrel and endcap modules. The modules weexposed to electrons with
energies between 15 and 250 GeV at the H2 and H4 beam faciliseat CERN. Using an
adjustable table to hold a module, the beam was aimed onto edccrystal of the module
in turn, allowing electrons to impact crystals at di erent p oints, and the fraction of
energy deposited in a crystal to vary. These modules were sglequently inserted into
the CMS detector [51].

Figure 4.6: Width of the time di erence between two neighboring crystals in electron
test beam, taken from Gaussian t. The beam energy varied betveen 15 and 300 GeV;
the single crystal energy scale is shown at the top [56].



53
The time resolution itself was measured from the di erence 6 the time between two

crystals sharing the same shower and registering similar esrgies. This technique min-
imizes the C term, since systematic e ects, such as crystal-to-crystal sgpchronization,

tend to cancel. For this study, the polynomial ratio parameterization was calculated
for each crystal used, suppressing e ects from slightly diering pulse shapes. The time
di erence at all energies considered is observed to have a @asian shape with only
small tails. Therefore, the spread is obtained from a Gausain t to the distribution

and parameterized as:
2

N
2t tp) = AN +2C?2 (4.2)

e

Here Ae = AlAZ:p AZ+ A3, 1y, ta, Ag, A, are the times and amplitudes measured
in the two crystals, and C is the remaining constant term. The parameterized width

2(ty t,)is shown in Figure 4.6. It can be seen that (t) decreases to less than 100 ps
for Ae = N over 400. Thus, with good control over the calibration and syichronization,
this resolution is attainable with large energy deposits, br example, over 20 GeV in a
signal crystal in the barrel.

4.4.2 Time Resolution From 2010 LHC Collision Data

The time resolution was studied using collision events fromthe 2010 run using a pro-
cedure similar to that described above. While neighboring tystals sharing the same
shower were still used to compute the time di erence, in thiscase the ratio parame-
terization was performed on a subset of crystals rst, and ths single result used for
all crystals. The ratio parameterization was performed seprately for EB and EE. The
resolution obtained from this procedure is shown in Figure 47. The noise terms for EB
and EE are consistent with the test beam expectations. The costant term of about
300 ps (200 ps in EE) is the lower limit on the time resolution ahievable at high energy.
In practice, the time resolution for a single channel is higker, due to the fact that in this
study systematic e ects tend to cancel. For instance, the cystals connected to the same
front end card experience a common delay, and these crystaksre always neighboring
in the barrel, and often neighboring in the endcaps. A study elaxing these constraints
(and which is therefore more realistic) is described below.
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Figure 4.7: Width of the time di erence between two neighboring crystals from 2010
collision data, taken from Gaussian t, in the ECAL barrel (I eft) and endcap (right)
regions. The tis to the parameterized time resolution given in Equation 4.2, with C
replaced by C. Energies up to 4.5 GeV are examined in the barrel, and up to 1&eV
in the endcap.

4.4.3 Time Resolution From Dielectrons In 2011 LHC Collisio n Data

Another study undertaken in 2011 examined the ECAL time resdution based on dielec-
tron events originating from Z boson decays. Here, 1.1 fo! were used, selecting particles
with transverse momentum over 10 GeV and requiring the recostructed mass of the
two particle system to be within 20 GeV of the nominal Z boson mass. In addition, cuts

on simple variables such as the shape of the shower were usemdelect electrons at the
80% e ciency level [59]. Additionally, both electrons were required to be in the barrel,

and there was an upper energy cut to limiting the hits to the r st electronics gain. The
time of the highest energy crystal associated to each eleain is used to represent the
reconstructed time of the electron. The two electron times a&e subtracted and the width

is determined from a Gaussian t. The result is shown in Figure 4.8 using the 2010
timing calibrations (left) and the 2011 calibrations (right). While not a parameterized

result using the energy as shown before, it nonetheless yasd an estimate of the expected
time resolution for a typical electron in the barrel. The spread is about 300 ps for the
2010 calibrations, and about 200 ps for the 2011 calibration Since the two crystals are



55

no longer neighboring, this is a result more appropriate fora typical physics use case of

measuring the time of a given electron.

Figure 4.8: Width of the time di erence between the seed crysals of two Z candidates
from 2011 collision data. The . is de ned as half of the interval containing the 68.3%
of the entries. The left plot uses timing calibrations derived from 2010 data, while the
right plot uses the most recent time calibrations as derivedfrom 2011 data.



Chapter 5

LHC Satellite Bunch Search with
ECAL Timing

In 2010, an e ort was started to look for evidence of satellie bunches in the LHC,
which incorporated the use of precise ECAL timing. A satellte bunch is de ned as
beam particles contained in the same 25 ns (40 MHz) slot in thébeam structure, but
not in the nominal radio frequency (RF) bucket. This can occu as a result of particles
leaking into neighboring RF buckets in the accelerators upgeam of the LHC, or leakage
in the LHC itself. For example, the Super Proton Synchrotron, used as part of the LHC
injection chain, has a 200 MHz accelerating system, or 5 nsals. The LHC itself uses
a 400 MHz accelerating system, or 2.5 ns slots [33]. Thus thdracture of any such
leakage can be indicative of its origin.

5.1 Luminosity Calibration and Bunch Current Normal-
ization

The importance of these satellite bunches comes into play wdn trying to measure the
absolute luminosity. A precise value of the luminosity is needed to make cross section
measurements and perform searches like that described in hthesis. In some cases the
uncertainty on the luminosity dominates the total systematic uncertainty, and therefore
it is essential to reduce the luminosity uncertainty as muchas possible. The luminosity

56
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L for two bunches is
r Z

Vi V2)?
L = fN 1N (V]_ V2)2 7( ! 2 2)

1(x; 1) 2(x; t)d3xdt (5.1)

where the density functions of beam 1 and beam 2 are1(x;t) and »(x;t), and the
velocity of the particles in the bunches from beam 1 and beam 2rev; andv,, assumed
to be identical for all particles in the bunch. The bunch population in each beam is
given by N1 and N, i.e., the number of protons in each bunch contributing to the
luminosity, and f is the revolution frequency.

In order to calibrate the luminosity at each interaction point (IP), a van der Meer
scan can be performed [60]. Another method was also used toldgaate the luminosity
at the LHC, but will not be discussed here. In the van der Meer san, the beams are
moved along the transverse axis and the collision rate is mesared as a function of the
displacement. Integrating the rates over the displacemert yields the overlap integral,
the integral in Equation 5.1. The bunch populations N; and N2 must be determined
in a separate measurement. In a preliminary analysis, the dminating uncertainty on
the nal luminosity came from this bunch current normalizat ion. As part of the e ort
to characterize and reduce the uncertainty on the bunch curent normalization, and
through it, the uncertainty on the luminosity, satellite bu nches and \ghost" charges
needed to be measured. This e ort was organized as the Bunch @rent Normaliza-
tion Working Group (BCNWG), and involved representatives of CMS, ATLAS, LHCb,
ALICE, and the LHC machine.

The luminosity calibration was performed at two times in the 2010 run, once in
April and May, and again in October. For the April-May scan, =2 m, implying a
beam size of 45 m, assuming the nominal transverse emittance of 3.75m. There was
no crossing angle. For the October scan, = 3.5 m, and there was a 100 rad crossing
angle at IP5, where CMS is located. More details can be foundni two notes released
by the working group in 2011 [61][62].

To measure the bunch current, the LHC has eight current trangormers, two direct
current current transformers (DCCTs) and two fast beam current transformers (FBCTSs)
for each beam. The DCCT yields a measurement of the total beanturrent, while the
FBCT measures the population of each bunch in each 25 ns beamos. The FBCT
sum over all the bunches is normalized to the total current fom the DCCT, so any
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information about charge which does not contribute to the luminosity is lost. The
satellite bunches are one example of such non-luminous cha¥g and therefore their
contributions must be estimated by another means. They are hen taken into account
in the luminosity calibration.

5.2 Satellite Bunch Measurement Using ECAL

ECAL timing in CMS was one method used to detect and measure th satellite bunches.
In particular, satellite bunches can result in collisions that are out of time and displaced
along the z or beam axis. For example, a bunch trailing the nominal RF budket by
5 ns can collide with the main bunch in the other beam at about 75 cm alongz away
from the nominal interaction point (+75 cm if the satellite i s in beam 2, -75 cm if the
satellite is in beam 1). For the case of a satellite in beam 1, tvere collisions with the
main bunch occur at about -75 cm alongz, collision products will be delayed by about
5 ns for a detector on the positive side £ > 0) of the interaction point, but will appear

with nominal time in a detector on the negative side. The ECAL time is de ned as
nominal for particles emerging from the two main bunches cdiding at the interaction

point. For satellites leading the main bunch by 5 ns, the sigral will appear early in
the detector closer to the displaced collision. The colligin with the mean bunch will
occur at about +75 cm for a leading satellite in beam 1 and abou-75 cm for a leading
satellite in beam 2.

To search for evidence of these signals displaced in time, ¢htwo ECAL endcap (EE)
calorimeters were used. There is one endcap on each side ottimteraction point, EEP
on the z > 0 side and EEM for the z < 0 side. All events ring the minimum bias
trigger were used in the analysis, as were all energy deposif(clusters) having a seed
crystal registering at least 4 GeV. This energy requirementallowed the timing precision
to be kept to less than 1 ns; see Chapter 4. To see the impact othgsts on the bunch
current normalization, data from the LHC lIs during which t he van der Meer scan was
performed was examined.
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5.3 Results for the April-May and October van der Meer

Scans

The following plots show the reconstructed time of EE clustes, where a time of zero
corresponds to that expected for particles emerging from dbsions of the two main
bunches at the nominal interaction point. Clusters from the EEP detector are shown
on the left, and those from the EEM detector on the right. A cluster with time of +5
(-5) ns in EEM is interpreted as the result of a collision between the main bunch of beam
1 and a satellite bunch in beam 2 trailing (leading) the main bunch by 5 ns. Likewise,
for EEP, a cluster with time of +5 (-5) ns is interpreted as the result of a collision
between the main bunch of beam 2 and a satellite bunch in beam frailing (leading)
the main bunch by 5 ns. Figure 5.1 shows the reconstructed tiras of EE clusters for
LHC 1l 1089, taken as part of the April-May 2010 van der Meer scans. One can see
an indication of satellite bunches trailing the main by 5 ns in both beam 1 and beam
2, i.e., clusters with reconstructed time of +5 ns, and evidece of additional satellites
is visible. In some cases evidence of an out of time peak wastacaclear, and in those
cases upper limits on the satellite bunch population were deermined. The gures for
all lls under investigation are given in [61].

To quantify the satellite particle population, the satelli te peak in the plot was tted
with a Gaussian, representing the signal, summed with an expnential of a third-order
polynomial, representing the background. The result of the t for the Gaussian part
determined the yield for the satellite peak, R 5,5 which was then compared with the
yield of the nominal peak at 0 ns,Rgns. The displaced collision yields must be corrected
for the change in the function near the interaction point. This \hourglass" e ec t
should cause the rate to scale as the inverse of(z) = (1+(z= )?) and reects a
change in the transverse beam size. After this correction, suming that the same orbits
and shapes apply for all bunches and zero crossing angle, thatios S sps.0 and Sp: sns
give the trailing or leading (+5 or -5 ns) satellite bunch population relative to the main
bunch population, where the rst index is for beam 1, and the £cond one for beam 2.
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Figure 5.1: Reconstructed time of clusters in the ECAL endca for LHC [l 1089, part
of the April-May 2010 van der Meer scans. Left. EEP detector ¢ > 0). Right: EEM
detector (z < 0). Evidence of satellites can be seen in the peaks at 5 ns and at +10 ns
away from the nominal time of 0 ns [61].

The ratios are de ned as follows:

_ I:2+5 ns Ons AOns _ R+5 ns Ons AOns
SO;+5 ns — 2 S+5 ns;0 — 2
ROns +5ns A+5ns EEM ROns +5ns A+5 ns EEP
R A R A (5-2)
_ 5ns  Ons Ons _ 5ns  Ons Ons
SO; 5ns — 2 S 5ns;0 — 2

I:20ns 5nsA 5ns EEM ROns 5nsA 5ns EEp

The ratio ons= sns iS @ correction for the selection e ciency due to the bias of the
reconstructed amplitude due to late arriving hits. These lde hits are reconstructed
with slightly less amplitude than in time hits, causing some of them to fall under the
amplitude selection threshold. This bias is known [55]. To neasure the e ect, the am-
plitude selections were changed and the ratios of the resutig yields were calculated.
The correction factor was thus obtained as 1.058 0.02. The ratio Apns=A s5ps ac-
counts for the geometric change in acceptance for collisi@ancloser to or farther from the
detector alongz. To evaluate this e ect, rst, the new pseudorapidity range was calcu-
lated geometrically assuming the displaced collision poita For collisions closer to the
detector along z, the pseudorapidity coverage is e ectively lowered from is minimum
value, while for collision farther from the detector along z, the pseudorapidity range is
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e ectively increased from its maximum value. In the rst case, the barrel is used to
estimate the change in acceptance, while in the second casie pseudorapidity distri-
bution is extrapolated from the original. The number of clusters in these two altered
pseudorapidity ranges is then compared with that in the orignal range to estimate the
acceptance corrections. Intuitively, the hole in the endc® is e ectively increased in solid
angle for closer collisions, leading to an acceptance de@se, which must be corrected
upwards, while the opposite is true for collisions farther fom the detector. Applying
the procedure bears out this reasoning, as the correctiongaained were 1.205 0.07 for
collisions closer to the detector and 0.61 0.07 for collisions farther from the detector.
The trigger e ciency was assumed to be equal for all scenarie considered here.

The ratios in Equation 5.2 can be combined in order to obtain he total satellite
bunch population at a distance of 75 cm alongz, Si75cm and S 75cm. This also
enables comparison with the other analysis methods used to easure the satellite bunch
populations. Si75cm and S 75c,, are de ned as

Si7s5cm = S 5ns;0 T S0;+5ns
(5.3)

S 75cm SO; 5ns Tt S+5ns;0

The results are shown in Table 5.1.

F|” S+5n5;0 103 SO; 5ns 163 S 75cm 103
1058 < 0.007 < 0.013 < 0.021
1059 < 0.079 < 0.127 < 0.206

1089 153 0.068 0.26 0.390 0.053 0.066| 1.919 0.086 0.326
1090 0.498 0.103 0.085 0.225 0.077 0.038| 0.724 0.123 0.123

F|” S 5ns’0 1()3 SO’+5 ns 10’3 S+75 cm 1@
1058 < 0.040 < 0.004 < 0.044
1059 < 0.085 < 0.068 < 0.152

1089 0.828 0.152 0.141 0.155 0.025 0.026| 0.983 0.154 0.167
1090 0.270 0.103 0.046 0.175 0.048 0.030| 0.446 0.144 0.076

Table 5.1: ECAL timing results for the 5 ns (lagging/leading) satellite bunch popula-
tions relative to the main bunch for the LHC IIs used in the Ap ril-May 2010 van der
Meer scans. Uncertainties are rst statistical, then systematic [61].

For the October 2010 van der Meer scans, the LHC was using 150srbunch trains,
in addition to the di erent of 3.5 m and the crossing half-angle of 100 rad. Due
to this crossing angle, when the satellite and main bunchesnteract, in addition to the
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collision's displacement alongz as before, there is now a transverse separation ogzfan
where is the crossing half-angle. The transverse separation redes the luminosity by

2

d
e 2 #  whered is the transverse separation, (z) is the e ective beam size at the

z position, given by the \hourglass" e ect formula (z) = (0) 1+ % 2. Taking

into account the transverse separation and the hourglass eect yields a factor of 0.178
for CMS at z = 75 cm [62]. Thus the measured yields were corrected by a faot of
1=0:178 5:62. The beam and bunch intensities were also higher than in ta April-May

scan.

Figure 5.2: Reconstructed time of clusters in the ECAL endcas, for the two lls com-
prising the October 2010 van der Meer scans. Left: EEP detecr (z > 0). Right: EEM
detector (z < 0). Top: LHC Il 1386. Bottom: LHC Il 1422. No evidence of sat ellites
can be seen at 5 ns away from the nominal peak and upper limits are set [62].
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The search for satellites using ECAL timing was conducted inmuch the same way
as it was for the April-May scan. Zero-bias triggers were usedand data during the
LHC lIs for the van der Meer scans, but excluding the scans ttemselves, was analyzed.
The Il numbers were 1386 and 1422, and the plots of the reconsucted time in the
ECAL endcaps is shown in Figure 5.2. The main peak timing is stited from zero to
about -0.3 ns due to a shift in the overall timing synchronization. As can be seen from
the plots, no evidence of satellites was found. Studying theails of the main peak using
separate data showed that the few events present in this sanig are consistent with a
background-only expectation. Due to di erent trigger conditions, however, this study
could not be used to reliably estimate the background under he signal peaks. Therefore
a 1 ns window around -5.3 and 4.7 ns was used, whereby all clustefalling in the
window were attributed to signal and used to set 95% con dene level upper limits.
These corrected upper limits are shown in Table 5.2.

Filll Sisnso 10° So. sns 10° [ S 75cm 1C°
1386 < 0.94 < 6.97 < 7.87
1422 < 2.03 < 3.04 < 4.82
Fill S sns0 10° Spssns 10° || Sizscm 10°
1386 < 3.69 < 2.87 < 6.03
1422 < 1.00 < 1.90 < 2.69

Table 5.2: ECAL timing results for the 5 ns (lagging/leading) satellite bunch popula-
tions relative to the main bunch for the two Ils comprising t he October 2010 van der
Meer scans [62].

The ECAL timing measurement was thus able to contribute e ectively to the LHC
satellite bunch measurements. Along with the ECAL timing, tracking system measure-
ments in CMS and ATLAS were also used. The ECAL results were ingood agreement
with the tracking system measurements, as detailed in the BGIWG notes.



Chapter 6

Measurement of dE=dx and Mass
Reconstruction

As noted in Chapter 2, the signature of an HSCP is a high momenim, slowly moving
track, which should behave similarly to a muon, aside from R-ladron charge ipping
e ects. The low feature of the particle will lead to high speci c ionization and pro-
longed time of ight with respect to a Standard Model particl e. To measure the mass
of the patrticle, a measurement of the is combined with a measurement of the momen-
tum. In the case of speci c ionization, the Bethe-Bloch equaton is linearized directly to
compute the mass, as explained below. As the momentum measement is the designed
function of the tracking system, it will not be discussed further here. The momen-
tum measurement performance is described in Chapter 3. Theoflowing sections will
describe the speci ¢ ionization measurement and mass recairuction in detail.

6.1 The Bethe-Bloch Equation

The interaction of an HSCP in matter is dominated by ionization. The Bethe-Bloch
equation (with several corrections) describes the mean emgy loss due to ionization in
matter [63]

dE . ,Z1 1 2me 2 2Ty o ()

64
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where z is the charge of the particle (in units of e, the fundamental charge), Z is the
atomic number of the absorber,A is the atomic mass of the absorberme is the electron
mass, =1= 1 2isthe Lorentz gamma factor, Tmax iS the maximum kinetic energy
transfer to a free electron in a single collision,l is the mean excitation energy for the
absorber, () is the density correction, andK =4 N aor2mec?, with ro = €2=4 omec?
being the classical electron radius andN s being Avogadro's number. The Bethe-Bloch
equation describes the mean energy loss within a few percefbr between 0.1 and
about 1000, which corresponds to about 0.001 to 100 GeV momam for a muon. At
higher values of radiative e ects contribute increasingly to the energy loss, while at
lower values, additional e ects must be taken into account. These regimes are shown in

Figure 6.1. Figure 6.2 shows the energy loss of particles asfanction of in di erent
materials.

Figure 6.1: The stopping power @E=dx) of muons in matter as a function of . A
restricted region inside the Bethe-Bloch regime is used in ta HSCP search [63].

For relativistic particles, the mean energy loss is typicaly close to the minimum in
the Bethe-Bloch regime, so they are often called minimum iording particles (MIPS).
However, for non-relativistic particles, the energy loss cwe increases roughly as the
inverse square of . In this regime, below the MIP minimum energy loss, the can be
measured by measuring thedE=dx since given an absorber, and a particle momentum,
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Figure 6.2: The mean energy loss for particles in di erent alsorbers as a function of
The corresponding momentum ranges for muons, pions, and ptons are shown [63].

the mean energy loss is determined only by the particle's . There is a lower limit, how-
ever, since particles with too low  will arrive too late to trigger and/or be accurately
reconstructed. Above the MIP minimum, the Bethe-Bloch dE=dx is changing slowly,
such that the energy loss is similar for particles with quite di erent , making it hard
to discriminate between them. Therefore the range of  considered is restricted to
about 0.2-0.9. At CMS, low momentum hadrons such as pion and mtons can have
values in this restricted range, providing a useful check othe measurement and mass

reconstruction ability. Heavy Stable Charged Particles aswell can have  values in
dE

this range, given their slow-moving nature. In addition, their speci ¢ ionization or
will be larger compared to that of a Standard Model particle & the same momentum.
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6.2 Linearized Approximation of the Bethe-Bloch Equa-

tion
In the region of :2< < 0:9, the Bethe-Bloch equation can be simpli ed to [64]:

2

ii = K rgz +C (6.2)
Here K and C are constants which depend on the absorber details, such asitkness,
and in practice they are determined by tting the measured ionization energy loss
distribution from protons. Equation 6.2 is within a few percent of the full Bethe-Bloch
equation in the restricted range. It should be noted that the dE=dx values obtained
by measurement in a thin absorber are the most probable valuge of the dE=dx as
following a Landau distribution (or Landau-Vavilov-Bichsel distribution) as opposed to
the average value given by the Bethe-Bloch formula [63].

In CMS, the tracking system can be used to measure thdE=dx by way of calibrating
the charge of each silicon module. ThelE=dx is taken as E=( Lsec()), where E is
the calibrated charge of the cluster (the set of neighboringstrips measuring the particle
crossing point), L is the e ective active layer thickness of the silicon moduletraversed,
and is the angle of the track with respect to the normal of the modde. Both the
pixel and the strip detectors can contribute to the measurenent, which yield around
15 measurements of thedE=dx. With such a low number of points, the goal becomes
measuring the dE=dx more robustly by suppressing the tail of the Landau-Vavilov-
Bichsel distribution, which can easily bias the arithmetic mean. Using all clusters from
all parts of the tracking system requires that the each silion module be calibrated so
as to produce the same most probable value for a MIP track. Thecalibration was
accomplished using collision data early in the 2011 run.

6.3 dE=dx Estimators

To obtain a robust overall dE=dx measurement for a track, the individual dE=dx mea-
surements can be combined in di erent ways, known as estimairs. Previous studies
examined the performance of di erent estimators, including the median value, keeping
only the lowest 60% of the measurements (truncated 40), andhe harmonic squared
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average [65]. The harmonic squared average is de ned as [64]

Dok

1 X,
— G k=2 (6.3)

N

Iy =
|

where ¢; is a particular E= L measurement, also referred to as @E=dx hit. A plot
of the performance of the three on 900 GeV collision data and Mnte Carlo is shown
in Figure 6.3. The median cannot be relied upon when there ar@nly a small humber
of measurements, as it is easily biased. The truncated 40 is one stable but useful
information is lost. The harmonic squared averagel, suppresses the e ect of higher
dE=dx hits due to the negative weight. This suppression of higheddE=dx hits can be
seen in the larger tail at lowerdE=dx values forl, in Figure 6.3. However, for the HSCP
search, this is a desired property as tracks from Standard Mdel particles will have hits
that uctuate upward in dE=dx, and these must be distinguished from tracks that have
many high dE=dx hits. Therefore | is chosen as the preferredlE=dx estimator for the
HSCP search. An updated plot using 7 TeV collision data showig the I, estimator
only is shown in Figure 6.4.

6.4 Mass Reconstruction

Using equation 6.2, the mass of a particle can be reconstruet given a measurement of
both its momentum and dE=dx. Of course, the equation is still only valid in the limited
range 2< < 0:9. In order to use the equation, the constantsK and C must rst
be obtained. For particles traveling through the same absdpber and having the same
charge, these parameters should be the same and so can be meas by tting the
measureddE=dx data for particles with a known mass. For the most probable vdue of
dE=dx, a triple Gaussian t is used on data in a small momentum window, 0.96-1 GeV,
as shown in Figure 6.5 (left). Here, the proton peak is used, fit exhibits higher dE=dx
and is therefore more separated from the minimum-ionizing péicles than the kaon
peak, as can be seen in the gure. After this is done is di ereh momentum slices, the
result can be plotted as a function of momentum and tted with equation 6.2, where
K and C are the free parameters and the proton mass is xed to its know value of
0.938 GeV. Figure 6.5 (right) shows the result of this procedre. The t is only done
in a restricted range due to saturation e ects on the low momentum end (see Section
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Figure 6.3: Estimate of dE=dx vs. momentum for 900 GeV collision data (December
2009). Shown from left to right are the harmonic squared aveage, truncated 40, and
median estimators. The red line is a t in a restricted momentum range assuming
the proton mass, and the black lines are extrapolations withthe tted values of the

parameters. The three lines are considered to be from kaon, rpton, and deuteron

tracks [65].
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Figure 6.4: Harmonic squared mean estimator ofdE=dx vs. momentum for 7 TeV
collision data. The red line is a tin a restricted momentum r ange assuming the proton
mass, and the black lines are extrapolations with the tted values of the parameters.
The three lines are considered to be from kaon, proton, and deeron tracks [66].
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6.7), and di culty of the triple Gaussian t to identify the p roton peak on the high
momentum end, as thedE=dx decreases. Figure 6.4 shows that the constants extracted
for the proton work well for kaons and deuterons also.

Figure 6.5: Left: Harmonic squared meandE=dx estimator I, for tracks in the mo-

mentum range 0.96-1 GeV, with triple Gaussian t. The tted me an of each Gaussian
is used to extract the most probablel}, value for each particle species. Right: Proton
most probable I, as a function of momentum, tted using equation 6.2 with the mass
xed to the proton mass of 0.938 GeV [65].

OnceK and C have been measured, the mass of any particle can be reconstted.
Figure 6.6 shows the reconstructed mass for good quality trdcs, compatible with a
vertex, having I, > 5 MeV/cm, and p < 2 GeV, from 7 TeV collisions for data and
Monte Carlo. The kaon, proton, and deuteron mass peaks can bseen in the data. In
this version of the Monte Carlo, deuterons were not generate, and thus only the kaon
and proton peaks are visible.

6.5 dE=dx Discriminators

Another way to use the E= L measurements oldE=dx hits is to combine them into an
object called a discriminator. The discriminator tests the compatibility of a measured
series ofdE=dx hits with the minimum ionizing particle (MIP) hypothesis. T his can be
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Figure 6.6: Reconstructed mass of tracks withl, > 5 MeV/cm and p < 2 GeV from
7 TeV collision data. Vertex compatibility and good reconstruction quality were required
on each track [66].
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done by constructing the probability density function (PDF ) of dE=dx hits for MIPs
and then using it to compute the hit-by-hit probability Py that a MIP would have the
same or lesslE=dx. There are several e ects that are ignored by thedE=dx estimators
described above that can be addressed by the discriminator.The path length of the
particle through the silicon modules varies due to the di ering silicon module thickness
in the tracking system as well as the dierent traversal angles for particles arising
from their pseudorapidity and transverse momentum. There & also a small nonlinear
dependence of the most probablelE=dx as a function of path length: ,=x alnx+ b
[63]. This can be taken into account by binning the PDF in terms of the path length.
Finally, the electronics saturation also plays a role (see blow). The discriminator takes
these e ects into account [65].

There are several ways to combine thé®}, values. First they are sorted in ascending
order and then one of the following de nitions is used to congructed a discriminator
value. The Product discriminator is given by

lp = Pn (6.4)

The Smirnov-Cramer-von Mises discriminator is de ned as
!
3 1 N oh 1 2

The Asymmetric Smirnov-Cramer-von Mises discriminator is written as

" #!
3 1 X oh 1 2

las= —  so+  Ph P
TN " TN N

(6.6)

Since eachP;, probability ranges from 0 to 1, so do the discriminators themnselves.
However, their properties di er in important ways. For the p roduct discriminator |, a

value close to 1 signi es incompatibility with the MIP hypot hesis due to high ionization,
while a value close to 0 signi es incompatibility due to low ionization. MIPs have values
near 0.5.

The Smirnov-Cramer-von Mises discriminatorl 4 is similar to a Kolmolgorov-Smirnov
test in that it measures the di erence between a measured and@n expected distribution.
Typically an empirical distribution is obtained from measurements and compared to a
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given cumulative distribution. Here the dE=dx hits are tested for compatibility with the
PDF determined from MIPs. In this case, a discriminator value of O implies compati-
bility with the MIP hypothesis, and a value of 1 implies incompatibility. Since in the
de nition the di erence between the distributions is squar ed, there is no information on
whether a high discriminator value is due to an excess or de it of ionization.

The Asymmetric Smirnov-Cramer-von Mises discriminator | 55 is @ modi cation of
the Smirnov-Cramer-von Mises discriminator such that the prabability itself is used as
a weighting factor. This modi cation makes the discriminat or have high values only
when there is an excess of ionization. Therefore particlesepositing more energy than
a MIP have higher values, while particles depositing the sana or less energy have lower
values.

A plot of the values of the di erent discriminators from 900 G eV data and Monte
Carlo is shown in Figure 6.7. The correlation of the di erent discriminators vs. mo-
mentum is shown in Figure 6.8, where the low momentum hadrongan be seen clearly.
Due to the sensitivity to ionization excess only, the Asymmaeric Smirnov-Cramer-von
Mises discriminator is used for the HSCP search.

Figure 6.7: Values of the discriminator calculated from paticle-calibrated 900 GeV col-
lision data and Monte Carlo. The Monte Carlo is normalized to the data. Left: Product

discriminator. Middle: Smirnov-Cramer-von Mises discriminator. Right: Asymmetric

Smirnov-Cramer-von Mises discriminator [65].
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Figure 6.8: Values of the discriminator calculated from paticle-calibrated 900 GeV
collision data (top) and Monte Carlo (bottom). Left: Produc t discriminator. Middle:
Smirnov-Cramer-von Mises discriminator. Right: Asymmetric Smirnov-Cramer-von
Mises discriminator [65].
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6.6 Cluster Cleaning

Care must be taken to remove highdE=dx measurements which are due to instrumental
e ects and not from the incident particle. Such measuremens can occur because of
overlapping tracks, nuclear interactions, or delta rays inpacting the silicon modules.
These e ects tend to give a anomalous shape to the clusteredrgup of hits. Clusters
are checked to make sure that they do not contain more than onenaximum and that
the maximum does not occur on the edges of the clusters. Stripin the clusters are also
checked to make sure that their charges are compatible with aise plus the expected
charge, based on the strips carrying the largest fractions fothe charge. Any cluster
agged by this check is ignored in the dE=dx computation. The results are shown in
Figure 6.9 for | 55 on data and an HSCP signal sample for tracks passing preseksmns:
Pr > 5 GeV, relative Pt uncertainty less than 0.15, transverse and longitudinal inpact
parameters with respect to the primary vertex less than 1 and10 cm, respectively, \high
purity" selection [67] and at least 3 clusters used for thedE=dx measurement. As can
be seen in Figure 6.9, the cleaning reduces the highys background with only minimal

impact on the signal.

Figure 6.9: |45 for candidates passing a preselection with and without cluter cleaning.
Left: Tracks from collision data at 7 TeV. Right: HSCP signal model of 200 GeV gluino,
normalized to the integrated luminosity of the data [68].
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6.7 Silicon Readout Electronics Saturation

An e ect mentioned above but not yet discussed is that of satuation in the front
end electronics. The dynamic range of the strip tracker elettonics is 10 bits, but
only 8 bits of information are read out. Thus when the charge § digitized, there is a
maximum value of 253 ADC counts, beyond which saturation ocars. The 254 ADC
count value corresponds to a charge between 254 and 511 ADC unis, and a value
of 255 corresponds to a charge between 512 and 1024 ADC count§he saturation
thresholds depend on the path length and therefore the pseuatapidity of the particle,
as well as the thickness of the silicon module. This saturatin introduces a bias for
highly ionizing particles like HSCPs. By convention, the most probable value of the
dE=dx released is 300 ADC/mm after intercalibration. The saturation threshold can be
calculated using the amount of energy needed to create an e@lgon-hole pair in silicon
at the CMS operating temperature of -10 C, 3.61 eV, and the absolute energy scale
of 262 electrons/ADC. Also here only clusters from one stripare assumed. Then the
energy deposited by a MIP is [27]:

300(ADC=mm) 262(electronssADC) 3:61(eV=electron) = 2:8 (MeV=cm)
The saturation energy is:
254(ADC=mm) 262(electronssADC) 3:61(eV=electron) = 0:24 MeV

Taking the active portion of the silicon module, 30 m less than nominal thickness,
this energy corresponds to 4.9 MeV/cm in 500 m thick modules, and 7.6 MeV/cm in
320 m thick modules. This is only about 1.8 and 2.9 times the energ of a MIP, but in
general, the clusters are spread over multiple strips. For tsaight tracks like those from
HSCPs, the number of strips in the cluster will be small, howeer, so the assumption of
one strip per cluster is not too far from reality.



Chapter 7

Searching for HSCPs in CMS

This chapter examines a search for Heavy Stable Charged Padles (HSCPs) in the
CMS detector. The search was previously done as a counting periment [64]. The
analysis technique described here instead uses shape infoation to perform a maximum
likelihood t to the data, using background and signal models. In addition, the data is
sliced in bins of number ofdE=dx measurements (NoM), and pseudorapidity . These
modi cations are expected to yield a signi cant improvement in the sensitivity with
respect to the counting experiment method. The complete saa&h technique, along with
the results, are presented in this chapter.

7.1 HSCP Properties in CMS

As detailed in Chapter 2, HSCPs are expected to manifest themselves as high momen-
tum, slowly traveling charged particles which make their way through the entire detector
before decaying. Thus, measuring the particle's velocity as signi cantly less than 1
can distinguish it from a Standard Model (SM) particle. This low results in high
speci ¢ ionization or dE=dx and a long time of ight. Combining  with a measure-
ment of the momentum p, the mass can be reconstructed. This was shown in Chapter
6 using dE=dx as an indirect measurement of . In addition, the dE=dx can also be
used to calculate a discriminating variablel 55 based on the combined likelihood of each
dE=dx measurement coming from a minimum ionizing particle (MIP), also discussed in
Chapter 6.

78
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7.2 Trigger and Data Selection

High transverse momentum 1) muon and missing transverse energyEﬁ?“Ss) triggers
were used to collect collision data at 7 TeV center of momentm energy at the LHC
during the 2011 data taking run (March - October 2011). As theinstantaneous LHC
luminosity increased, the muon Pt threshold had to be increased from 30 to 45 GeV.
The missing transverse energy trigger was at a threshold of 30 GeV throughout the
run, based on the particle ow reconstruction [69]. In this technique, each patrticle is re-
constructed separately using information from multiple subdetectors and then clustered
into jets. The EMSS trigger includes HSCPs which are not directly triggered on vith
the muon trigger, either because they become neutral afternteracting with detector
materials or simply because they fail to be identi ed as muors. The events collected by
either trigger constitute the data examined here. The trigger e ciency for gluinos and
GMSB staus is shown in Figure 7.1. As can be seen in the Figuréhe E'SS trigger con-
tributes negligibly in the case of the leptonic staus, whileit provides an important extra
contribution to the R-hadron gluino models. The muon trigger e ciency is dependent
upon the of the HSCP in that very slow HSCPs arrive too late to the muon s/stem
to be triggered. This can be seen in the decrease in trigger eciency as the gluino mass
increases. In general, due to neutral R-hadron production, he muon trigger path is not
as e cient for R-hadrons as for lepton-like HSCPs.

After certifying the data, the total integrated luminosity was 4976/pb. The rst
355.227/pb were taken using a tighter Level-1 RPC muon trigge, and therefore have
slightly lower signal e ciency. After this rst period of da ta taking, this trigger was
opened such that tracks crossing the muon system one bunchassing late could also be
red. Two di erent simulated signal samples are used and reweighted by the integrated
luminosity of each period two account for this change in the tigger.

7.3 O ine Selection

After events triggered by the muon or EfsS are selected, a series of quality requirements
and other cuts used to eliminate cosmic ray muons and other bekgrounds are imposed:

Tracker track must have quality at least 2 (\high purity"); t his involves selections
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Figure 7.1: Trigger e ciencies for gluinos (left) and GMSB staus (right) of various
masses. Mu40 indicates the single muon trigger wittPr > 40 GeV, and PFMHT150 in-
dicates the particle ow trigger with ET"'SS > 150 GeV. Overlaps are excluded. Adapted
from [28].

on the transverse and longitudinal impact parameters as welas the normalized
2 (of the overall t) at each iterative step of the tracking bas ed on the number
of layers impacted [70]

Tracker track must have at least 11 hits (see Figure 3.9 showig the number of
hits vs. pseudorapidity)

Tracker track must have at least 2 hits in the pixel detector (out of 3 possible)

Tracker track must have at least 80% valid hits; invalid or fake hits are created
during track reconstruction, accounting for cases where arack did not leave an
actual hit on that layer [71]

Tracker track much have at least 51, measurements after cluster cleaning (see
Section 6.6)

Tracker track much have at least 51,5 measurements from the strip tracker after
cluster cleaning (see Section 6.6)
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Tracker track must have normalized 2 < 5, where 2 is calculated with respect
to the track hits and the predicted track parameters [71]

Tracker track must have p{=Pr < 0.25; this rejects overlapping tracks in energetic
jets with poorly measured Pt

Tracker track must have j j < 1.5; one can see that the HSCPs (especially those
with low ) are produced at lowj j from Figures 2.6, 2.7, and 2.8

Track isolation must be less than 50 GeV (de ned below)
Calorimeter isolation must be less than 0.3 (de ned below)

Vap must be less than 0.5 cm wherevsp =  d2+ d3 , d, and dxy, being the
longitudinal and transverse impact parameters with respetto the primary vertex

minimizing dyy

Tracker track must have dE=dx < 2.8 MeV/cm or dE=dx > 3.0 MeV/cm to reduce
the size of the sample due to the MIP peak

Transverse track momentum must be at least 20 GeV

The last two requirements are applied at the \skimming" level, before the other o ine
requirements. The tracker isolation requirement is intended to reject overlapping tracks
from MIPs that may be reconstructed as a highdE=dx track. This can happen, for
example, in ag, energetic jet. To compute the track isolation the Py of all tracks in a
coneof R= ( )2 +( )2 < 0.3 are summed, excluding the candidate track. This
sum is the isolation variable, which must be less than 50 GeVFor calorimeter isolation,
the energy from each ECAL and HCAL tower within R < 0.3 from the candidate track
is divided by the candidate momentum. That quantity must be less than 0.3. This cut
selects only those high momentum particles which do not leaw signi cant energy in the
calorimeter, i.e., HSCP behavior. There is no minimum cut onthe P+, Iy, or the like
(besides that at the skimming level) in order to increase thestatistics in the sideband
region of the data. This is necessary because of the backgnod prediction procedure
done in slices of and number of dE=dx measurements; see Section 7.6 below.
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data | 800 GeV g | 200 GeV ~
Initial candidates 8.76M 124 95
NoM |h 96.72% 100% 100%
Number of tracker hits | 93.05% 98.39% 98.95%
Valid fraction 98.00% 100.0% 100.0%
Pixel hits 98.34% 99.18% 100.0%
NoM las 99.97% 96.69% 98.94%
Quality Mask 99.99% 100.0% 100.0%
Chi2/Ndf 99.98% 100.0% 100.0%

99.99% 100.0% 100.0%
Pt error 99.97% 97.44% 100.0%
V3D 99.94% 100.0% 100.0%
Track isolation 85.30% 100.0% 98.92%
Calorimeter isolation 68.63% 100.0% 98.91%
All Preselection 50.71% 91.94% 95.79%
Final candidates data 114 91

Table 7.1: Table of preselection e ciencies for data and two selected signal models,
800 GeVg-and 200 GeV ~ The top row denotes the number of candidates passing the
trigger selection only. The last row is the number of candidaes passing all preselections.
For comparison purposes, the signal samples here are scal@dthe integrated luminosity
used for the data.
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7.4 Signal Monte Carlo Samples

In order to study the behavior of HSCPs in the detector, a serés of simulated signal
samples are needed. The generation details were discussedGhapter 2. After genera-
tion, the particle interactions in the detector must be modeled. The matter interaction
model used is taken from [72]. A later interaction model in whch the R-hadrons always
become neutral because of charge ipping was also implemeatl [19]. One important
unknown free parameter in the hadronization model is the fration of R-hadrons that
are produced as neutral R-gluonballs ¢g). Two values are used, 0.1 and 0.5, covering
optimistic and pessimistic cases as in the previous analysi[73]. Figure 7.2 shows the
Pt and | 45 distributions for both 2011 data and gluino samples after tre online and
o ine selections.

Figure 7.2: Transverse momentumP+ (left) and |45 (right) for 2011 data, background
Monte Carlo MCTr (not used in this analysis), and several Monte Carlo gluino samples.
There was an upwarddE=dx shift over the course of 2011 data-taking, which qualita-
tively explains the Monte Carlo background and data disagrement. In all cases the
tracks were required to pass preselection [28].



84
7.5 Changes from Previous Analysis

The online and o ine selections used here are similar to thog used in the counting
experiment search [28]. At this point, however, there are seeral important improve-
ments. The rst improvement is to move from a counting experiment to a shape-based
likelihood t approach. Using the shape should lead to betta sensitivity since it in-
cludes more information. Secondly, it can be observed thathe dE=dx estimators and
discriminator shapes have a strong dependence on both the esdorapidity and the
number of measurements (NoM). Here the data is sliced in bin®f those two variables
and the | 55 shape is determined in each bin. ThePt is still used as a selection variable
as in the previous analysis. As the nal step, the /NoM slices are combined in the
optimal way in a likelihood t, maximizing the search sensitivity.

Figure 7.3 shows thel, and | 55 distributions in slices of pseudorapidity . The most
relevant e ect in the 1,5 distribution is that the high dE=dx tail has a di erent slope de-
pending on the region. There is a less noticeable, but still signi cant e ect on the high
dE=dx tail of the I}, distribution as well. The dependence of the lowl, tail is observed
to be large, but these tracks are below the MIP peak of just unér 3 MeV/cm, and so
do not enter into the search region. Some reasons for thidE=dx shape dependence
include the variation in the number of measurements, which § correlated with  (see
Figure 3.9); residual e ects of the di erent particle path | engths; and a small correlation
of the dE=dx with , i.e., the relativistic Bethe-Bloch rise, occurring for badkground
only.

Figure 7.4 shows thely, and |, distributions in slices of the number of dE=dx
measurements. The number ofdlE=dx measurements is correlated with pseudorapidity
as mentioned above, but it has its own e ect on the tails of the dE=dx distributions:
the higher the number of measurements the more the backgroudis high dE=dx tail can
be suppressed.

In addition, the previous analysis optimized the selectiors for an individual HSCP
model in order to obtain the best expected discovery sensitity, i.e., the minimum cross
section at which a 5 discovery could be claimed with at least 5 events is minimize.
This calculation is based on the background level as predietd from the sideband data,
and is therefore using the same data twice: once to optimizeuts and again to predict
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Figure 7.3: Iy (left) and 14 (right) in selected pseudorapidity slices for 2011 data
passing preselection. Note that thedE=dx shape in general depends on the value of the
pseudorapidity. Only the low momentum (Pt < 50 GeV) sideband was examined.

Figure 7.4: 1y, (left) and | 45 (right) in selected nhumber of measurements (NoM) slices for
2011 data passing preselection. Note that thelE=dx tail is suppressed with increasing
NoM. Only the low momentum (Pt < 50 GeV) sideband was examined.
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the background level. This may make these optimized cuts di cult to justify if possible
signal is found. Another e ect of the optimization is that th e sideband thresholds are
allowed to change between models and mass points so that whatas in the sideband
for one model can be in the search region for another, and viceersa. Instead, this
approach is done as a blind analysis, where one set of sidelwhithresholds are applied
to all models and mass points. This also avoids the minor comlation that the previous
analysis' optimization can converge at selections which mie little intuitive sense.

Finally, the background prediction procedure has been chaged (see below). The
prediction is done in each /NoM slice by obtaining the dE=dx shape after applying
a mass cut which is 2 sigma below the nominal HSCP mass. It caneébnoted that in
the standard analysis, the distribution was reweighted to correct for di erences in the
dE=dx shape owing to the dependence shown above. Here, since the prediction is
done in bins, there is no need for such a reweighting.

7.6 Data-driven Background Prediction

The prediction of the | 45 distribution for light and stable background particles is made
using sidebands from the data in an extended \ABCD" method. The two selection
variables used arePy, which is used simply to de ne the sideband and search regias
and | 55, which is used to perform the likelihood t, owing to its powerful separation of
background particles with  near 1 from signal particles with lower . Four regions are
de ned using loosePt and | 45 cuts:

A, containing candidates below both thresholds:Pr < 50 GeV andl s < 0.1
B, containing candidates with Pt < 50 GeV but I ;5 > 0.1
C, containing candidates with | 55 < 0.1 but Pt > 50 GeV
D, containing candidates above both thresholds:l 55 > 0.1 and P+ > 50 GeV

Regions A, B, and C are sideband regions which can be used tommpute the background
prediction in the D region: BC/A. Region D remains hidden until the nal stage of the
analysis, in keeping with a blind analysis approach. Figure7.5 illustrates the ABCD
division with Pt and | 55 as the selection variables.
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Figure 7.5: Transverse momentumPy vs. |4¢ distribution for tracks from 2011 data
after preselection. A, B, C, and D regions are shown, as is th€ region (see below).

The ABCD method is altered to make the search region D even smiker, taking
advantage of the fact that an HSCP signal will be concentratel in a band around its
reconstructed mass in theP -1, plane. This banding is shown in Figure 7.6 for the gluino
of mass 600 GeV. Below the mass band, background is dominant drtherefore a mass
cut can be used to further reduce background. Figure 7.7 shasvthe reconstructed mass
distribution, again for the gluino of mass 600 GeV.

The goal of the prediction is then to determine thel 55 distribution in the D region
after applying the mass cut, which we call the D' region. Sine the minimum momentum
to pass the mass cut (and hence, be in the D' region) is dependeon the | 55 value, the
prediction is done in eachl 55 bin, in a bin-by-bin ABCD method. The B region has bin
width of 0.02 for each bink, or 45 bins from| s of 0.1 to 1. We assumeDE:Bk = Cy=A,
Ck being the number of events in the C region passing the same mimum momentum
used to de ne DE. As | 55 does not uniquely de ne anly value from which the mass
can be calculated, thel, for each track in By is used to calculate the lower momentum
limit, de ning the C; region. The averageC; over all the B region tracks is taken as
Ck. Then DE = BkCk=A. The mass cut is made 2 below the nominal HSCP mass,
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Figure 7.6: Momentum P vs. |y distribution for gluino of mass 600 GeV from simu-
lation. As shown, the reconstructed mass forms a band whichan be used to de ne a
mass cut. This further reduces the background.

Figure 7.7: Reconstructed mass distribution from simulaton for gluinos of mass 600
GeV. For this model, the mass cut is applied at 360 GeV.
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where is the expected mass resolution (dominated by thelE=dx resolution).

The background prediction is made in each /NoM bin, but since there is no reason
for the momentum to depend on the NoM, the NoM slices in the C rgion are combined
to improve the statistical power. This is important for larg e HSCP masses, whey can
become small due to a high momentum requirement to pass the nss cut. In this case,
the statistical error on Cy is not negligible. Figure 7.8 shows the momentum distributon
in several di erent NoM regions, illustrating that it is ind ependent of NoM. To further
study how well the momentum shapes in di erent NoM slices agee, the following study
was performed.
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Figure 7.8: Momentum P distribution for tracks with 1.4 < j j < 1.6, from 2011 data
after preselection. Several di erent NoM slices are shownillustrating the independence
of momentum from NoM. The peak atP 100 GeV is due to the muon trigger threshold
of about 45 GeV Pt, which becomes about 100 GeV af | 1.5. There is correlation
of the NoM with j j causing some variation in this peak value.

First, an exponential t (binned maximum likelihood) was pe rformed to the tail of
the momentum distribution for all NoM slices combined. Figure 7.9 shows the binned
maximum likelihood exponential t to the all-NoM distributi on in one slice, that of
l4<jj< 16. The exponential t is seen to be a good maodel of the tail of
the all-NoM distribution. Next, the result of this all-NoM ti s used as a probability
density function (PDF) for each individual NoM slice, where its normalization is allowed
to vary. Two NoMs are combined per slice. Figure 7.10 shows #h exponential PDF
used with one NoM slice, NoM 13-14. Then, the maximum likelihad of the
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Figure 7.9: Momentum P distribution for tracks with more than ve dE=dx measure-
ments within 1.4 < j j < 1.6, from 2011 data after preselection. The red line is the
result of an exponential t to the tail.
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Figure 7.10: Momentum distribution for tracks with 13 or 14 dE=dx measurements
within 1.4 < j j < 1.6, from 2011 data after preselection. The blue line is the ormalized
exponential PDF from the t of the all-NoM distribution in Fig ure 7.9.
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all-NoM t along with that of the \saturated model" for each sl ice is computed, where
the saturated model likelihood is a Poisson likelihood whee the observed and expected
values are equal in each bin. Taking the likelihood ratio costructed by dividing the
likelihood of the exponential t by that of the saturated mod el, a 2 distribution is
asymptotically approached [74][75]. This \ 2" divided by the number of bins is then
taken as a measure of the goodness of t of the all-NoM model toach individual NoM
slice. Figure 7.11 shows the \2" divided by the number of bins using the all-NoM
model in each NoM slice. Every NoM slice exhibits a good t of he all-NoM model.
The worst tis in NoM 13-14, shown in Figure 7.10. This result justi es combining all
NoM slices in the C region, and likewise for the A region, in oder to have the correct
normalization C/A as used in the background prediction.
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Figure 7.11: Plot of the saturated \ 2" constructed from the ratio of the likelihood of

the all-NoM exponential t divided by the saturated model lik elihood, normalized to
the number of bins. The distribution is constructed from tracks passing preselection
in 2011 data within 1.4 < j j < 1.6. This can be taken as the goodness of t of the
exponential all-NoM model to each slice.

To summarize the background procedure, each/NoM slice de nes a unique A and
B region, regions A and C being sliced only in the pseudorapity . Each |5 bin By
is examined, de ning a minimum momentum to pass the mass cutPmi, . The Pnin is
used as the lower momentum bound on theCy region. Then we assumé 2=By = Cy=A
and calculate DE. For each By containing multiple |, values we approximateCy =
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JB“CJ- =By. Finally, using the approximation,
Bk Cxk e

DY = N ‘A (7.2)

where A and C are combined in NoM (sliced only in ). In this de nition, the C region
may overlap the A region but only for very low mass cuts, belowthose used in this
analysis.

At high 1,5 values in each /NoM slice, bins in the B region By are often empty.
These bins are not expected to contain background events. Heever, in calculating the
signi cance, the background-only model is used to calculatethe likelihood for signal-
like events which may populate these bins. To avoid the techital problem of zero
background likelihood in these bins, we assume that the baakound likelihood falls
exponentially in the high | 5 region. The parameters of the exponential are determined
by a binned likelihood t of the last few nonzero |55 bins in the B region. Since the
proper Cy region cannot be determined whenBy is zero, they are normalized in two
ways. In the rst approach, for limit-setting, the Cy is taken from the highest nonzero
| as bin. This will slightly underestimate the background, since Cy increases withl 4.
Hence this will lead to less strict limits and is therefore cmservative. In the second
approach, for evaluation of the signal signi cance (discoery), the |5/ 1 correlation is
taken from Minimum Bias triggered data and used to calculate Cy. If events are seen
at high |4 values, discovery will be claimed regardless of the exact & statistic value,
so this approximation is adequate. Finally, for high mass cts, Cx can be zero as the
minimum momentum to pass the mass cut is high. WhenCy is zero, the background
is taken as zero for the limit-setting case, again, being comsvative. For the discovery
case,Cy is taken to be 1. Figure 7.12 shows the data and the exponentiat in the
B region in a single /NoM slice for the GM Stau of mass 100 GeV, with a 20 GeV
mass cut applied. The B region points and t values are then saled by C/A for the
two cases, limit-setting and discovery, as described above. Figure 7.13 shows
the prediction of the |4 distribution along with the data in the D' region for a sample

/NoM slice, both before and after a 20 GeV mass cut. In the cas®f such a low mass
cut, a large background is present, and the background predtion is consistent with
data containing no signal events, which validates the backgund prediction method.
The agreement between data and prediction is good. After thd 55 background



93

Figure 7.12: |44 distribution in the B region for a single /NoM slice for the GM Stau
of mass 100 GeV. The last few data points are used to t an expoential (red) to obtain
the distribution shape in the high |45 region.

Figure 7.13: 145 prediction for limit setting and data in D' region for a singl e /NoM
slice. The loose mass cut of 20 GeV is here used as a loose cuet@mine the agreement
between prediction and observed data.
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prediction has been constructed in each /NoM slice, the |45 distribution for signal is
created from the Monte Carlo simulation. Details of the datasets are given in [28]. The
signal events are reweighted using the distribution of the mmber of primary vertices
from the 2011 data. Because of the use of a tighter RPC Level-1 uon trigger during the
rst part of the 2011 run, two signal samples representing the two di erent data-taking
periods are combined and weighted by the respective integtad luminosity. Figure 7.14
shows thel 55 distributions from the prediction (discovery normalizati on) and the signal
in one /NoM slice for the GM Stau of mass 100 GeV.
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Figure 7.14: The |5 prediction for discovery and the signal in the D' region for a
sample /NoM slice. It can be seen that the background falls o rapidly, while the
signal is very at. The mass cut used is 20 GeV, correspondingo the GMStau of mass
100 GeV.

For use in the statistical tools, the distributions in each /NoM slice are appended
one after another into a single \unrolled" histogram. These signal and background his-
tograms are then used by RooStats to set cross section limitand evaluate the potential
signal signi cance as described below [76]. A RooStats motlés constructed using the
HistFactory tool, built into RooStats, which provides hand ling of overall and shape
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systematic uncertainties, the latter via interpolation.

7.7 Likelihood Fitting and Results

For limit-setting, we use the pro le likelihood ratio de ned as:

L(B+ S; A)

VT les

(7.2)

Here is the trial signal cross section value and represents the nuisance parameters.
The nuisance parameters are additional constraints on theikelihood function that typ-
ically result from studies of the systematic uncertainties such as uncertainty on the
background or signal prediction shape. The %and " are the and values which maxi-
mize the unconditional likelihood, and the double hat represents the nuisance parameter
values which maximize the likelihood for a given (trial cross section). In order to per-
form a hypothesis test, one de nes a critical region such thathere is no more than
a small probability of observing data there under the assumgion of that hypothesis.
The critical region can be constructed using a decision boutlary de ned using a test
statistic. The observed value of the test statistic then determines whether one accepts
or rejects the hypothesis. Here, we use a one-sided test static:

qg= 2In ()" (7.3)
where q is zero for ~> . The tail-probability or p-value measures the agreement
between the data and the trial value, also called the Con dence Level. For an observed
value ofq = q obs: z,

Clsip=p = f(qj)dq (7.4)
Qg ,obs

wheref (q | ) is the test statistic distribution under the background+s ignal hypothesis
with trial cross section value . CLy is de ned in a similar way using the test statistic
distribution under the background-only hypothesis.

To obtain the distributions f of the test statistic under the background-only and
background+signal hypotheses, pseudoexperiments are gerated as a function of the
trial cross section value . Nuisance parameters are handled in a pure frequentist
fashion, as global observables. Then the&CLg is calculated using the relationCLg =
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CLs + b=CLy [77]. Using the CL¢ allows some protection against making an exclusion
in a region where there is no sensitivity, i.e., when the teststatistic distributions are

highly overlapping in the background-only and background+signal cases. Figure 7.15
shows the test statistic distribution for the gluino model of mass 1000 GeV under the
background-only (blue) and background+signal (red) hypotheses, with a trial cross
section of 0.003 pb. TheCLs + b and CLy, regions are indicated by the red and blue
shading, respectively. The black line indicates the obsemd value q ops. In general

this is calculated once from the real data, but to get the \expected" limits one assumes
that the data will look like background, and so the q ops is taken as the median of the
background-only test statistic distribution. The trial cro ss section at which

Figure 7.15: The test statistic distributions for the gluin o model of 1000 GeV mass
for the background-only (blue) and background+signal (red) hypotheses. A trial cross
section of 0.003 pb is used. Th&€ L g,y is indicated by the red shaded region, while the
CLy is illustrated with the blue shaded region. The black line (\test statistic data")
indicates the median value of the test statistic under the bakground-only hypothesis,
which is used to calculate the \expected" limits.

the CLg p-value is 0.05 is the 95% con dence level cross section uppdémit. Figure
7.16 shows theCL ¢ p-value as a function of the trial cross section for the GMSB sau
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of mass 432 GeV, and Figure 7.17 for the gluino of mass 1000 GeV
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Figure 7.16: CLg p-value vs. trial cross section (\SigXsec" in pb) for the GMSB stau

of mass 432 GeV. For each trial cross section point, 40000 togseudoexperiments are

generated to determine the distribution of the pro le likel ihood ratio test statistic under

the background+signal hypothesis. The intersection of thep-value line at 0.05 with the

CLs curve yields the 95% con dence level upper limit on the signacross section. The

observed limit (solid line) and expected limit (hashed ling are shown along with the
1 (green)and 2 (yellow) uncertainty on the expected limit.

The limit-setting procedure is used to obtain the cross sectin upper limit for each
point. A summary table with the results for all models considered is given in Tables 7.2
and 7.3.

The expected limits are better than the cut-and-count analyss by a factor of 1.1 to
1.4 for most mass points. A comparison for all models consided is listed in Tables 7.4
and 7.5.

The ratio of the cut-and-count analysis' expected 95% con derte level upper limits
to those expected from the shape analysis is plotted as a fution of the signal mass in
Figure 7.18. The gain is largest for the 200 GeV mass points, nere thel 55 cut is high
for the cut-and-count analysis, since for best results in the at-and-count approach, the
expected background must be decreased to close to 1 event. Ake mass increases,
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Figure 7.17: CLg p-value vs. trial cross section (\SigXsec" in pb) for the gluino

of mass 1000 GeV. For each trial cross section point, 40000 ygpseudoexperiments are

generated to determine the distribution of the pro le likel ihood ratio test statistic under

the background+signal hypothesis. The intersection of thep-value line at 0.05 with the

CLs curve yields the 95% con dence level upper limit on the signacross section. The

observed limit (solid line) and expected limit (hashed ling are shown along with the
1 (green) and 2 (yellow) uncertainty on the expected limit.
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Model | Meco | Sig. E. Back. Exp. Obs. | Th. Exp. Obs.

g 300 180 0.21 480.3 2.9 502 | 6.6E+01 3.3E-03 3.2E-03
g 400 230 0.23 154.6 1.2 153 | 1.1E+01 2.9E-03 2.8E-03
g 500 290 0.23 49.4 0.6 32| 25E+00 2.7E-03 2.5E-03
g 600 360 0.23 15.2 0.3 17| 6.9E-01 2.6E-03 2.6E-03
g 700 410 0.22 7.8 0.2 47| 2.1E-01 2.5E-03 2.5E-03
g 800 460 0.22 46 0.2 7| 7.2E-02 2.6E-03 2.6E-03
g 900 500 0.2 3.1 01 10| 2.6E-02 2.8E-03 3.0E-03
g 1000 540 0.18 22 0.1 7| 9.9E-03 3.2E-03 3.3E-03
g 1100 570 0.16 1.7 0.1 6| 3.9E-03 3.6E-03 3.8E-03
g 1200 600 0.14 1.2 0.1 7| 15E-03 4.3E-03 4.5E-03
t200 130 0.2 1958.1 10.1 | 1949| 1.3E+01 3.9E-03 3.8E-03
t300 190 0.23 376.3 2.4 643 | 1.3E+00 3.1E-03 2.9E-03
t400 250 0.25 103.9 0.9 127 | 2.2E-01 2.6E-03 2.5E-03
t500 310 0.29 345 05 38| 4.8E-02 2.1E-03 2.1E-03
t 600 360 0.3 15.2 0.3 20| 1.3E-02 2.0E-03 2.0E-03
t700 410 0.3 7.8 0.2 16 | 3.6E-03 1.9E-03 2.0E-03
t800 450 0.31 5.0 0.2 11| 1.1E-03 1.8E-03 1.9E-03
~ 200 120 0.58 2734.4 13.8 | 2747| 1.2E-02 1.6E-03 1.7E-03
~ 247 150 0.64 1065.9 5.8 | 1058| 3.4E-03 1.3E-03 1.2E-03
~ 308 190 0.68 376.3 2.4 384 | 9.8E-04 1.1E-03 1.0E-03
~ 370 230 0.71 1546 1.2 153 | 3.5E-04 9.9E-04 9.6E-04
~ 432 260 0.73 85.8 0.8 68| 1.4E-04 9.0E-04 8.5E-04
~494 300 0.77 41.2 0.5 28 | 6.2E-05 8.4E-04 7.9E-04

Table 7.2: Results of the analysis for gluinos, stops, and aus (masses in GeV): cut
on reconstructed mass in GeV (M ec0"), signal e ciency (\Sig. E."), number of
candidates expected from background (\Back. Exp."), numbe of observed candidates

(\Obs."), theoretical cross section (\Th.
upper limit on cross section assuming the background-only hyothesis (\Exp.

served 95% con dence level upper limit on cross section (\OBb.
cross section to make a discovery of signi cance at the levadf ve standard deviations

(\Disc.

"). The units of cross section are pb.

"), expected median 95% con dence level

"), ob-

"), expected minimum
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Model M reco | Sig. E. Back. Exp. Obs. Th. Exp. Obs.

& 300N 180 0.03 480.3 2.9 502 | 6.6E+01 2.3E-02 2.3E-02
g 400N 230 0.05 154.6 1.2 153 | 1.1E+01 1.5E-02 1.6E-02
g 500N 290 0.05 49.4 0.6 32| 25E+00 1.3E-02 1.2E-02
g 600N 330 0.05 245 0.4 17| 6.9E-01 1.1E-02 1.1E-02
g 700N 270 0.05 71.2 0.7 47 | 2.1E-01 1.1E-02 1.1E-02
g 800N 400 0.05 8.8 0.2 7| 7.2E-02 1.1E-02 1.1E-02
g 900N 380 0.05 115 0.3 10| 2.6E-02 1.1E-02 1.1E-02
& 1000N 410 0.04 7.8 0.2 7| 9.9E-03 1.3E-02 1.3E-02
g 1100N 460 0.04 46 0.2 6| 3.9-03 15E-02 1.5E-02
g 1200N 400 0.03 8.8 0.2 7| 1.5E-03 1.7E-02 1.7E-02
t" 200N 120 0.03 2734.4 13.8 | 2747 | 1.3E+01 2.5E-02 2.5E-02
t300N 170 0.06 619.1 3.6 643 | 1.3E+00 1.3E-02 1.3E-02
t 400N 240 0.07 126.3 1.1 127 | 2.2E-01 1.0E-02 9.6E-03
t 500N 280 0.08 59.2 0.6 38| 4.8E-02 8.1E-03 7.9E-03
600N 320 0.08 29.0 04 20| 1.3E-02 7.3E-03 7.2E-03
t 700N 350 0.09 17.7 0.3 16 | 3.6E-03 6.8E-03 6.7E-03
t" 800N 370 0.09 13.2 0.3 11| 1.1E-03 6.6E-03 6.4E-03

Table 7.3: Results of the analysis for gluinos and staus (ma®s in GeV): cut on recon-
structed mass in GeV (\M(ec0"), signal e ciency (\Sig. E."), number of candidates
expected from background (\Back. Exp."), number of observad candidates (\Obs."),
theoretical cross section (\Th. "), expected median 95% con dence level upper limit
on cross section assuming the background-only hypothesis Bxp. "), observed 95%
con dence level upper limit on cross section (\Obs. "), expected minimum cross sec-
tion to make a discovery of signi cance at the level of ve standard deviations (\Disc.

"). The \N" after the mass indicates that the charge-suppresson nuclear interaction
model was used. The units of cross section are pb.



Model | Exp. Ct. | Exp. Sh. || Exp. Ct./Sh.
g 300 3.8E-03 3.3E-03 1.15
g 400 3.3E-03 2.9E-03 1.14
g 500 3.1E-03 2.7E-03 1.15
g 600 3.0E-03 2.6E-03 1.16
g 700 3.0E-03 2.5E-03 1.18
g 800 3.0E-03 2.6E-03 1.14
g 900 3.2E-03 2.8E-03 1.14
g 1000 3.5E-03 3.2E-03 1.09
g 1100 4.0E-03 3.6E-03 1.11
g 1200 4.8E-03 4.3E-03 1.12
t200 5.8E-03 3.9E-03 1.47
t300 3.4E-03 3.1E-03 1.09
t400 2.8E-03 2.6E-03 1.07
t500 2.4E-03 2.1E-03 1.12
600 2.4E-03 2.0E-03 1.22
t700 2.3E-03 1.9E-03 1.21
800 2.1E-03 1.8E-03 1.16
~ 200 2.3E-03 1.6E-03 1.42
~ 247 1.4E-03 1.3E-03 1.1
~ 308 1.2E-03 1.1E-03 1.11
~ 370 1.1E-03 9.9E-04 1.11
~432 1.0E-03 9.0E-04 1.11
~ 494 9.3E-04 8.4E-04 1.11
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Table 7.4: Expected 95% CL cross section limit for the countig experiment (\Exp.
Ct.") and for the shape-based analysis (\Exp.

to shape-based analysis for expected 95% CL cross section ks (\Exp.

The units of cross section are pb.

Sh."); ratios of counting experiment

Ct./Sh.").



Model Exp. Ct. | Exp. Sh. || Exp. Ct./Sh.
g 300N 3.0E-02 2.3E-02 1.29
g 400N 1.8E-02 1.5E-02 1.19
g 500N 1.6E-02 1.3E-02 1.25
g 600N 1.3E-02 1.1E-02 1.2
g 700N 1.4E-02 1.1E-02 1.26
g 800N 1.4E-02 1.1E-02 1.27
g 900N 1.4E-02 1.1E-02 1.24
g 1000N 1.6E-02 1.3E-02 1.24
g 1100N 1.9E-02 1.5E-02 1.24
g 1200N 2.3E-02 1.7E-02 1.35
t200N 4.0E-02 2.5E-02 1.57
t-300N 1.5E-02 1.3E-02 1.11
t 400N 1.2E-02 1.0E-02 1.2
t-500N 9.1E-03 8.1E-03 1.13
t 600N 8.3E-03 7.3E-03 1.14
t 700N 8.3E-03 6.8E-03 1.22
t-800N 8.1E-03 6.6E-03 1.23
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Table 7.5: Expected 95% CL cross section limit for the couning experiment (\Exp.
Ct.") and for the shape-based analysis (\Exp.

to shape-based analysis for expected 95% CL cross section tsn(\Exp.

Sh."); ratios of counting experiment

Ct./Sh.").

The \N" after the mass indicates that the charge-suppressionnuclear interaction model
was used. The units of cross section are pb.
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the gain becomes less, since the cut-and-count analysik;s cut can be looser and still
result in expected background below 1 event. Here adding sipee information does not
result in much gain. With more integrated luminosity, and th e corresponding increase
in expected background, the shape analysis should gain inriit-setting power for higher
mass points.
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Figure 7.18: Ratio of expected standard analysis 95% con dece upper limit on the
HSCP cross section to that expected from the shape-based metd. The largest gain
comes at the 200 GeV mass point, where the counting experimén | 55 cut is higher.

The cross section upper limits for each model can be plottedsaa function of mass.
By comparing to the theoretical predictions for the production cross section, one can
set limits on the mass. Figure 7.19 shows the cross section asfunction of mass for
gluinos, stops, and GM staus. The gluinos and stops are cordgred using both the
nominal nuclear interaction model, and the charge suppressn model. The mass limits
are: 1101 GeV for the gluinos (0.1 glueball fraction), 750 G¥ for stops, and 306 GeV
for staus. For the charge suppression models, the mass linsitare 975 GeV for gluinos
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(0.1 glueball fraction) and 646 GeV for stops.
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Figure 7.19: Observed cross section upper limits at the 95%omn dence level vs. the
mass of the signal candidate for gluinos, stops, and staus.

The discovery potential, or the minimum cross section neede for a 5 discovery
has also been calculated. Here the median test statistic vak from signal+background
pseudoexperiments at a given trial cross section is compatleto the background-only
test statistic distribution. One nds the trial cross secti on from background+signal
pseudoexperiments that corresponds to a CLs p-value of:87 10 7 or 5 deviation
from the background-only pseudoexperiments. The test stastic used here is de ned
as:

®= 2In (0);~ O (7.5)

where g is zero for ~< 0. Here the asymptotic approximation for the pro le likeli-

hood ratio is used to obtain the discovery signi cance of paticular cross section values
[78]. The asymptotic approach was chosen because the alteative requires generating
large numbers of pseudoexperiments and is not practical focovering all models and
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mass points. By comparing the asymptotic results with thosefrom pseudoexperiments,
one can judge the applicability of the asymptotic approximation for this particular
background model. It was found that the asymptotic results ae at most a factor of
1.5 smaller than that obtained from pseudoexperiments, sotie former are scaled by a
factor of 1.5 in all cases. A range of trial cross section vaks are used for the back-
ground+signal pseudoexperiments and the results are intgyolated to nd the minimum
5 discovery signal cross section. The results are shown in Tdds 7.6 and 7.7.

The minimum cross sections are smaller by a factor of about 5.to 3 compared to the
cut and count analysis, illustrating that the shape-based méhod is signi cantly more

sensitive to the presence of HSCP signals. The comparison ¢fie minimum discovery
cross sections is given in Tables 7.8 and 7.9.

In Figure 7.20 the ratio of the expected minimum discovery cpss section for the
standard analysis to that expected from the shape-based metid is plotted as a function
of mass for all models considered. The gain has a minimum for adels with about
400 GeV mass, before increasing as the mass increases. Foe tlow mass points, the
gain comes from the fact that the |l 55 cut in the cut-and-count analysis is much tighter
than that used here. In the cut-and-count case, the tightl 55 cut reduces the expected
background level, which in turn optimizes the discovery poential. For the higher mass
points, the gain increases as thd 55 for signal concentrates more and more in the high
| as region. For the intermediate mass points, thel 55 for signal is still fairly at, and
the standard analysisl| 35 cut is loose, so the gain is less.

7.8 Systematic Uncertainties

This analysis requires an accurate simulation of the signabehavior in order to determine
the dE=dx shape. The level of uncertainty in the signal simulation wasstudied for
several important e ects. Some of the descriptions of these ects overlaps with those
in the cut-and-count analysis [28].

The trigger e ciency was examined for both the single muon and missing energy
triggers. The single muon trigger e ciency varied by up to 5% between simulation
and data for all energies considered [50]. When searching rfdate-arriving particles,
the simulation of the muon trigger electronics synchronizaion also contributes to the



Model | Meco | Sig. E. Th. Exp. Obs. Disc.

g 300 180 0.21 6.6E+01 3.3E-03 3.2E-03| 4.1E-03
g 400 230 0.23 1.1E+01 2.9E-03 2.8E-03| 3.2E-03
g 500 290 0.23 25E+00 2.7E-03 2.5E-03| 2.6E-03
g 600 360 0.23 6.9E-01 2.6E-03 2.6E-03 2.3E-03
g 700 410 0.22 2.1E-01 2.5E-03 2.5E-03 2.1E-03
g 800 460 0.22 7.2E-02 2.6E-03 2.6E-03 2.0E-03
g 900 500 0.2 2.6E-02 2.8E-03 3.0E-03 2.0E-03
g 1000 540 0.18 9.9E-03 3.2E-03 3.3E-03 2.1E-03
g 1100 570 0.16 3.9E-03 3.6E-03 3.8E-03 2.2E-03
g 1200 600 0.14 1.5E-03 4.3E-03 4.5E-03 2.4E-03
t200 130 0.2 1.3E+01 3.9E-03 3.8E-03| 6.1E-03
t300 190 0.23 1.3E+00 3.1E-03 2.9E-03| 3.8E-03
t400 250 0.25 2.2E-01 2.6E-03 2.5E-03 2.9E-03
t500 310 0.29 4.8E-02 2.1E-03 2.1E-03 2.2E-03
600 360 0.3 1.3E-02 2.0E-03 2.0E-03 1.9E-03
t700 410 0.3 3.6E-03 1.9E-03 2.0E-03 1.6E-03
800 450 0.31 1.1E-03 1.8E-03 1.9E-03 1.4E-03
~ 200 120 0.58 1.2E-02 1.6E-03 1.7E-03 2.5E-03
~ 247 150 0.64 3.4E-03 1.3E-03 1.2E-03 1.9E-03
~ 308 190 0.68 9.8E-04 1.1E-03 1.0E-03 1.4E-03
~ 370 230 0.71 3.5E-04 9.9E-04 9.6E-04 1.2E-03
~ 432 260 0.73 1.4E-04 9.0E-04 8.5E-04 9.7E-04
~494 300 0.77 6.2E-05 8.4E-04 7.9E-04 8.5E-04
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Table 7.6: Results of the analysis for gluinos, stops, and aus (masses in GeV): cut on
reconstructed mass in GeV (M 0", signal e ciency (\Sig. E."), theoretical cross

section (\Th.

discovery of signi cance at the level of ve standard deviations (\Disc.

of cross section are pb.

"), expected median 95% con dence level upper limit on crosssection
assuming the background-only hypothesis (\Exp.
upper limit on cross section (\Obs.

"), observed 95% con dence level

"), expected minimum cross section to make a
"). The units
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Model M reco | Sig. E. Th. Exp. Obs. Disc.

& 300N 180 0.03 6.6E+01 2.3E-02 2.3E-02| 2.7E-02
g 400N 230 0.05 1.1E+01 1.5E-02 1.6E-02| 1.6E-02
& 500N 290 0.05 25E+00 1.3E-02 1.2E-02| 1.2E-02
g 600N 330 0.05 6.9E-01 1.1E-02 1.1E-02 9.8E-03
g 700N 270 0.05 2.1E-01 1.1E-02 1.1E-02 1.0E-02
& 800N 400 0.05 7.2E-02 1.1E-02 1.1E-02 8.5E-03

g 900N 380 0.05 2.6E-02 1.1E-02 1.1E-02 8.5E-03
¢ 1000N 410 0.04 9.9E-03 1.3E-02 1.3E-02 9.4E-03
g 1100N 460 0.04 3.9E-03 1.5E-02 1.5E-02 9.9E-03
g 1200N 400 0.03 1.5E-03 1.7E-02 1.7E-02 1.2E-02

200N 120 0.03 1.3E+01 2.5E-02 2.5E-02| 3.9E-02
300N 170 0.06 1.3E+00 1.3E-02 1.3E-02| 1.6E-02
400N 240 0.07 2.2E-01 1.0E-02 9.6E-03 1.1E-02
500N 280 0.08 4.8E-02 8.1E-03 7.9E-03 7.8E-03
600N 320 0.08 1.3E-02 7.3E-03 7.2E-03 6.7E-03
700N 350 0.09 3.6E-03 6.8E-03 6.7E-03 5.9E-03
800N 370 0.09 1.1E-03 6.6E-03 6.4E-03 5.6E-03

Table 7.7: Results of the analysis for gluinos and staus (ma®s in GeV): cut on recon-
structed mass in GeV (\M "), signal e ciency (\Sig. E ."), theoretical cross sectio n
(\Th. "), expected median 95% con dence level upper limit on crossection assuming
the background-only hypothesis (\Exp. "), observed 95% con dence level upper limit
on cross section (\Obs. "), expected minimum cross section to make a discovery of
signi cance at the level of ve standard deviations (\Disc. "). The \N" after the mass
indicates that the charge-suppression nuclear interactiormodel was used. The units of
cross section are pb.
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Model | Disc. Ct. | Disc. Sh. || Disc. Ct./Sh.
g 300 8.5E-03 4,1E-03 2.08
g 400 5.5E-03 3.2E-03 1.73
g 500 5.2E-03 2.6E-03 1.98
g 600 4.8E-03 2.3E-03 2.13
g 700 4.8E-03 2.1E-03 2.32
g 800 4.9E-03 2.0E-03 2.49
g 900 5.2E-03 2.0E-03 2.63
g 1000 5.7E-03 2.1E-03 2.77
g 1100 6.6E-03 2.2E-03 3.06
g 1200 7.6E-03 2.4E-03 3.12
200 1.4E-02 6.1E-03 2.31
300 6.7E-03 3.8E-03 1.75
t400 4.8E-03 2.9E-03 1.68
500 4.0E-03 2.2E-03 1.86
t600 3.8E-03 1.9E-03 2.05
t-700 3.6E-03 1.6E-03 2.25
t-800 3.4E-03 1.4E-03 2.39
~ 200 5.7E-03 2.5E-03 2.24
~ 247 3.7E-03 1.9E-03 1.96
~ 308 2.3E-03 1.4E-03 1.67
~ 370 1.8E-03 1.2E-03 1.56
~ 432 1.7E-03 9.7E-04 1.75
~ 494 1.5E-03 8.5E-04 1.76

Table 7.8: Comparison between shape-based and counting exfient results: expected

minimum cross section to make a 5 discovery for the counting experiment (\Disc.
Ct.") and that for the shape-based analysis (\Disc. Sh."); ratios of counting

experiment to shape-based analysis for minimum cross sectiodfor 5 discovery (\Disc.
Ct./Sh.). The units of cross section are pb.



Model Disc. Ct. | Disc. Sh. || Disc. Ct./Sh.
& 300N 6.8E-02 2.7E-02 2.49
g 400N 3.0E-02 1.6E-02 1.91
g 500N 2.7E-02 1.2E-02 2.26
g 600N 2.2E-02 9.8E-03 2.24
g 700N 2.2E-02 1.0E-02 2.11
& 800N 2.2E-02 8.5E-03 2.58
g 900N 2.2E-02 8.5E-03 2.59
& 1000N 2.6E-02 9.4E-03 2.77
g 1100N 3.1E-02 9.9E-03 3.14
g 1200N 3.6E-02 1.2E-02 3.02
200N 1.0E-01 3.9E-02 2.53
300N 3.4E-02 1.6E-02 2.1
t 400N 1.9E-02 1.1E-02 1.79
t 500N 1.5E-02 7.8E-03 1.92
600N 1.4E-02 6.7E-03 2.1
t 700N 1.3E-02 5.9E-03 2.2
t" 800N 1.3E-02 5.6E-03 2.31
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Table 7.9: Comparison between shape-based and counting exjir@ent results: expected
minimum cross section to make a 5 discovery for the counting experiment (\Disc.
Sh."); ratios of counting exper-

Ct.") and that for the shape-based analysis (\Disc.
iment to shape-based analysis for minimum cross section for 5discovery (\Disc.

Ct./sh.). The \N" after the mass indicates that the charge-su ppression nuclear inter-
action model was used. The units of cross section are pb.
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Figure 7.20: Ratio of expected standard analysis minimum dicovery cross section to
that expected from the shape-based method. The highest gainamnes for the highest-
mass HSCP, where the signal 55 distribution concentrates more and more in the high
| as region. The shape-based analysis takes advantage of the irgasing di erence in the
| a5 distributions between signal and background.
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trigger e ciency uncertainty. This e ect was quanti ed by u sing the synchronization
from data and comparing to that in simulation, and was found to result in a relative
change in the e ciency of less than 2%. For the missing energytrigger, the jet energy
scale and jet energy resolution uncertainties are the main ects. The jet energy scale
uncertainty was found to be less than 3% across the energy r@e [79]. The charge
suppression models are most sensitive to the missing energsygger, as they most likely
become neutral due to material interactions before reachig the muon system. The
trigger e ciency varied by up to 5% for these models when charging the jet energy
scale and resolution by +/- 1 standard deviation. The other models rely more on the
muon trigger, and the same test shows a variation of only 2% irthe trigger e ciency.
Therefore, looking at all these results, an overall 5% unceainty on the trigger e ciency
is assigned for all models.

Pile-up, or the mean rate of interactions in each bunch crossig does not contribute
signi cantly to the uncertainty on the signal e ciency comp ared to the statistical un-
certainty from the available simulated signal events. The tack reconstruction e ciency
is uncertain to 2% [80].

The track momentum scale was studied by following a previouse ort comparing
muons from the decay of Z bosons between simulation and datébp]. Parameterizing
the di erence and minimizing, the following correction to simulation is obtained:

1 1

— = —+ - 7.6

50 = By T k(@) (7.6)
Here,

k. (d;; )= a+ b 2+ dgsin( 0) (7.7)

and q is the charge of the particle ( 1), a = 0.236 TeV!, b=-0.135 TeV!, d = 0.282
TeV1, and ( = 1.337. By applying this shift to the simulation, the signal e ciency
changed by about 4%. Therefore an overall 4% uncertainty is ssigned for this e ect.
The dE=dx considered here is both thd j,, which a ects overall signal e ciency via
the mass cut, andl 55, which a ects the shape and the e ciency. To study the changein
signal e ciency due to the uncertainty on the dE=dx scale, data taken with Minimum
Bias triggers were used to compare thd and |4 distributions for low momentum
protons. This showed that the I, scale was in fact underestimated in the simulation by
up to 5%. The | 55 scale and resolution were both underestimated in the simuldon. The
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simulation 145 was shifted upward by 0.015 and smeared by 0.083 to account fahis.
Both I, and | 55 scale changes were applied at the same time, owing to the calation
between the two. In most cases, the signal e ciency increasa overall, but some models
displayed a decrease. Therefore the simulation is not corpted for this e ect, and an
overall 2% uncertainty is assigned, from the maximum obseregd e ciency decrease. The
e ect of the |45 shift on the shape of the signall 55 distribution is studied below. The
e ciency change is included in the study of the shape change.Since we usd when we
calculate the mass of each HSCP candidate, and the systematiscale uncertainties for
I and | 55 are correlated, we combine the systematic uncertainty in tle e ciency due
to I, and | 55 scales together. This leads to double counting of the e cierty uncertainty
for the latter. We consider this an acceptable result due to he di culty of separating
the shape and e ciency e ects, and the fact that this approach errs on the conservative
side.

The above e ects, on the overall normalization, were treatal with a single gaussian
constraint on the signal e ciency of 7%, as shown in Table 7.0. The remaining e ects
alter the shape of thel 45 distribution. A more detailed study compared the |45 distri-
bution for protons between simulation and data with Minimum Bias trigger conditions
in slices of number ofdE=dx measurements. The resulting shifts were applied to the
simulation, and a new | 55 shape obtained, which was then used in the limit computa-
tion. The limit results computed in this way uctuated in a ma nner consistent with
statistical uctuation. Nevertheless, the shift is still t aken into account as a coherent
shape shift in the RooStats tool. Having obtained the shape pplying the positive and
negative shifts from the systematic e ect, a quadratic interpolation is done between
these two shapes and the nominal and used a constraint term ithe likelihood function.

There is an uncertainty stemming from the background predi¢ion function used in
the high 155 region and the values of the tted exponential slope. The chace of t
function was driven based on looking at the highl 45 tail in the data after preselection.
This is shown in Figure 7.21. The data in the highl 4 tail region that is
typically included in the t begins where the 1,5 decreases about about 3-4 orders of
magnitude from its peak at | 55 = 0. This region is tted with an exponential in Figure
7.21 with good results. Therefore the choice of an exponerl function is reasonable. To
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| Source of systematic uncertainty | Relative uncertainty (%) |
Signal e ciency:
- Trigger e ciency
- Track reconstruction e ciency
- Track momentum scale
- lonization energy lossly
- Pile-up
Total uncertainty on signal e ciency | 7
Luminosity 2.2

2
4

ONA A

5

Table 7.10: Systematic uncertainties and their determinedrelative uncertainties.
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Figure 7.21: 1,5 distribution in the data after preselections have been appiked. It is
seen that for the high | 55 tail, an exponential function ts the data well.
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account for the uncertainty on the tted exponential slope parameter, the background
shape was varied coherently by adding and subtracting the eor on the slope parameter
from its nominal value.

The uncertainty on the value of |55 in each bin in the prediction is driven by the
uncertainty on the number of tracks in the B region in that bin. The C/A ratio can
be seen as a measure of how signi cant the B region statistidauncertainty is relative
to that in the search region. The B region statistical error, when scaled by C/A, can
become signi cant. In the case where the mass cut is high andhie resulting minimum
momentum cut high, the statistical error of the D' region is small relative to that of the
BC/A prediction. In this case, C/A < 1. When the mass cut is low, C/A > 1, and the
statistical uncertainty on the number of events in the seard region will be small, while
that in the B region will be large. This occurs with the small cut values used for models
with masses less than about 200 GeV, which are not considerdad this analysis.

A detector-related e ect is the modeling of the number of dE=dx measurements
(NoM) in simulation. This e ect could cause the distributio n of HSCP tracks among
the NoM slice to vary between data and simulation. To study this e ect, the NoM
distributions are compared from a sample of data from the C rgion sideband and sim-
ulated Drell-Yan events decaying to dimuons, as shown in Figte 7.22. The simulation
seems to predict more measurements per track than the data, hich means that events
fail the preselection more often in data than in the simulation. The di erence in average
NoM between simulation and data yields an additional 1.5% e ciency loss in data for
every dE=dx measurement in simulation. This implies an e ciency loss of less than
0.2%, which is negligible. In order to account for the e ect d the NoM shape variation,
the simulation is adjusted by the data/MC di erence and then included as a coherent
shift in the signal | 55 shape.

A pixel tracker measurement was used for the integrated lunmosity, which has 2.2%
uncertainty [81].

Finally, there are several theoretical uncertainties whid are important, namely,
the nuclear interaction and hardonization models used for ladronizing HSCPs, the
multiple parton interaction (MPI) model used in the Monte Ca rlo generator, and the

distribution variation due to unknown details of the HSCP pr oduction process. To
model uncertainty in the strong interaction model, the charge-suppression model [19] is
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Figure 7.22: The distribution of number of dE=dx measurements (NoM) for data and
Monte Carlo Drell-Yan decaying to dimuons. Only the C region ddeband is considered,
and the distributions are normalized to one. The lower plot ows the ratio of data to
Monte Carlo.
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considered in addition to the Pomeron and Reggeon exchange adel [72]. The latter
is used as the default, while the former is more pessimisticni the sense that nearly
all R-hadrons become neutral after interaction with the detector calorimeters. Two
hadronization schemes of 10% and 50% gluino-gluon ball or géipall fractions were used
to account for uncertainty in that model. Limits are presented for the 10% glueball
fraction case only. In the case of the small single-HSCP deté&on e ciency for the
gluino, the event-level e ciency is about twice the single-HSCP detection e ciency, so
that increasing the glueball fraction to 50% has the e ect of reducing the e ciency by
a factor of about 1.8. This causes the gluino 10% glueball fiction limits to go up by
the same factor.

The MPI tune corresponds to di erent parton distribution fu nctions (PDF) in the
Monte Carlo event generator. The tune used for this analysids known as D6T, which
order the parton showers byQ? [82]. A di erent tune, Z2, which uses the same PDFs
but orders the parton showers in P+, was used to study the e ect of changing MPI
tunes. The Z2 events contain more initial state radiation, which can increase trigger
and reconstruction e ciencies, leading to improved upper limits. Therefore, the D6T
tune is used here to be more conservative in limit setting.

To study the e ect of an uncertainty on the HSCP  distribution, due to unknown
details of the HSCP production process, the two MPI tunes D6Tand Z2 were used. The

distribution from the same HSCP model for each tune was compieed, and as shown
in Figure 7.23, there are no signi cant di erences. Therefae this e ect is considered
negligible.
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Figure 7.23: The pseudorapidity distribution for the gluino with mass 600 GeV,
using two di erent Monte Carlo parton distribution functio n tunes, D6T and Z2. Each
distribution is normalized to unity. It can be seen that the t wo distributions are not

signi cantly di erent.



Chapter 8

Conclusion

A search for Heavy Stable Charged Particles (HSCP) in the Corpact Muon Solenoid
(CMS) detector using data collected in the 2011 proton-prota collision run of the Large
Hadron Collider has been successfully carried out. Obserti@n of these particles would
indicate physics beyond the Standard Model. A description éthe Standard Model and
models of new physics was described. Limits on the cross semt for various HSCP
models as a function of mass have been obtained. Comparing ¢se to the theoretical
predictions, mass limits are calculated: 1101 GeV for gluins (0.1 glueball fraction),
750 GeV for stops, and 306 GeV for staus. For the charge suppssion maodels, the limits
are 975 GeV for gluinos (0.1 glueball fraction) and 646 GeV fostops. The results have
improved upon an earlier cut-and-count technique by using knavledge of the specic
ionization (dE=dx) distribution and by binning the data in the pseudorapidity = and
the number of dE=dx measurements, variables that are known to a ect the shape of
the dE=dx distribution. The discovery sensitivity is increased consderably, especially
for higher mass HSCP models.

In addition, the CMS electromagnetic calorimeter timing and performance was de-
scribed, and an application of the timing was presented: themeasurement of \satellite"
bunches of protons in the Large Hadron Collider (LHC) beam.

This novel HSCP search technique can be expanded to use timd-dght data from
the CMS muon system. Furthermore, with the 2012 LHC data-taking underway, at a
higher center of mass energy of 8 TeV, the analysis can proviaeven stronger results, and
its advantage over the cut-and-count analysis should grow aslte integrated luminosity
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in 2012 exceeds that of 2011.
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